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Turbulent Flow in a Rotating Two
Pass Ribbed Rectangular Channel
Laser-Doppler anemometry has been applied to approximately two-dimensional turbulent
air flow in rotating two pass channel with turbulator of rectangular cross section (AR
53:1). The axis of rotation is normal to the axis of the duct, and the flow is radially
outward/inward. The duct is of finite length and the walls are isothermal. Two sided
oppositely ribbed channel including one sided ribbed U bend of p/e58 at e/DH50.27
are experimentally conducted with ReD55000 and 10,000. The main features of the flow,
reattachment length, recirculation zone, and mean velocity as well as turbulent intensity
and shear stress distributions are presented in ribbed ducts. The measured flow field is
found to be quite complex, consisting of secondary cross-stream flows due to the Coriolis
effects and centrifugal forces with rib-roughened surfaces.@DOI: 10.1115/1.1622714#

1 Introduction
Effective turbine blade cooling is necessary to enhance the ef-

ficiency of advanced aircraft engines. In general, convective cool-
ing is used inside the blades by means of cooling passages. The
internal cooling passages are connected at the ends, which lead to
a serpentine flow path consisting of alternate channels of radially
outward and inward flow. In addition, to promote turbulence and
enhance heat transfer, roughened surfaces like the rib type are the
most commonly used on the walls of these internal passages.

Rotation of turbine blade cooling passages gives rise to Coriolis
and buoyancy forces that can significantly alter the local heat
transfer in the inward coolant passage from the development of
cross stream~Coriolis!, as well as radial~buoyant! secondary
flows. Consequently, the flow, and hence the heat transfer, in these
rotating passages are quite different as compared to that in station-
ary channels. It is therefore recognized that comprehensive data as
well as accurate methods for predicting flow and heat transfer are
necessary.

A number of investigators have studied the phenomena of the
Coriolis force induced secondary flow. These include the analyti-
cal works by Hart@1#, Moore@2#, and Rothe and Johnston@3#, and
the experimental works by Wagner and Velkoff@4# and Johnston
et al. @5#. They all came to the same conclusion that, when a
channel is being rotated, there would be strong secondary flows
and have identified aspects of flow stability that produce
streamwise-oriented vortexlike structures in the flow of rotating
radial passage. The cross-section aspect ratio effect on turbine
blade cooling passages was also mentioned in Moore’s@2# paper.

Although plenty of papers reported the results for the effect of
centrifugal buoyancy or combined effects of Coriolis and buoy-
ancy effects on heat transfer or temperature fields, it seems quite
few papers dealt with velocity fields especially for LDV~Laser
Doppler Velocimetry!/or LDV-like measurements@6# in rotating
ducts with cross section aspect ratio different from unity. Only
several papers have so far been found reporting such results either
experimentally or numerically with/without the aspect ratio effect.
Prakash and Zerkle@7# reported a numerical prediction of turbu-
lent flow and heat transfer in a radially rotating square duct. Hsieh
et al. @8,9# using LDV techniques measured velocity fields in a
rotating two pass square channel with/without rib roughened
walls, respectively. Recently, Dutta et al.@10# numerically studied
turbulent flow and heat transfer in rotating channels where five
different aspect ratios of the coolant passages were examined.
Cheah et al.@11# experimentally studied the flow pattern in a ro-
tating U-bend smooth channel using LDV measurements and,

more recently, the subsequent work was done by Iacovides et al.
@12# for a ribbed channel. Liou and Chen@13# used LDV mea-
surements for developing flow in a rotating smooth duct with an
aspect ratio of 1.1. Bons and Kerrebrock@14# experimentally stud-
ied complementary velocity and heat transfer in a radially outward
rotating cooling passage with smooth walls.

Here the results of a subsequent study of Hsieh et al.@8,9# are
presented in which the effects of discrete ribs and a large aspect
ratio ~AR53:1! of the duct have been included. As shown in Fig.
1, two-dimensional transverse square ribs have been added to the
first/second straight channels as well as within the U bend~two rib
arrangements considered! in an inline arrangement. The objectives
for the study are further examination of Coriolis and centrifugal
forces induced by inward and outward flow using LDV techniques
for the mean velocity as well as turbulent intensity distribution
and turbulent shear stress in a ribbed channel during the rotation.
Such data should not only improve our fundamental understand-
ing of blade cooling flow, but would also provide challenging test
cases for further assessment of turbulence models used in the
computation of blade-cooling flows.

2 Experimental Apparatus and Procedure

2.1 Rotating Facility. Figure 1 depicts the present physical
geometry and relevant parameters as well as flow variables con-
sidered. The present test facility initially was followed by Hsieh
et al. @9# with a slight modification in flow passage for rib rough-
ened geometry. It is almost the same as that of Hsieh et al.@15#
and the extension for LDV measurements. It was comprised of a
blower, a motor, a heat source, two slip ring assemblies, a LDV,
and a datalogger.

Experimental data were taken on the leading and trailing sur-
face of the test section in both rotating and stationary channels.
Rotational speeds of 100, 200, and 300 rpm were set either in the
counterclockwise or clockwise direction. The test channel geom-
etry and operating conditions for velocity measurements are also
shown in Fig. 1. A stereographic view of the present experimental
setup schematic was similar to that of Hsieh et al.@9#. Figure 2
depicts the test channels with rib arrangements and temperature as
well as LDV measurement positions. With the present roughened
geometry, an increase in friction factor as compared to that of
smooth channel is expected.

2.2 LDV Measurements. The present system is a commer-
cial two color, four beam DANTEC fringe-type LDV system, op-
erated in the backward scatter mode, with the general layout simi-
lar to that of Hsieh et al.@9#. The relevant optical system
parameters are listed in Table 1. Standard DANTEC 553 modular
optics and a model Stabilite 2016 4 W Spectral Physics Ar1 laser
are mounted on a two-dimensional~2D!, traversing system. Two
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separate LDV channels are formed by use of color separation.
They are 514.5-nm~green light! and 488.0-nm~blue light! wave-
length beams. These two beams form orthogonal fringes by means
of a standard DANTEC two channels optical train. These two sets
of fringes allow the simultaneous measurement of two orthogonal
components. The transverse velocity component is measured us-
ing a 488.0-nm beam, while the 514.5-nm beam measures a
streamwise velocity component. A combined counter-type signal
processor~Dantec model 57H00! with functions of counter, buffer
interface, and coincidence filter, which is interfaced with a LEO
~Intel-486! PC in the direct access mode, was employed for data
processing. Statistical data were based on a sample size of

320,000 measurements with a sampling frequency of approxi-
mately 400 samples/s, from which the time averaged values were
determined.

For the present system, the link consisted of four fiber manipu-
lators and four single mode fibers. Each fiber manipulator was
used as a launch unit to couple the beam onto the fiber. The single
mode polarization preserving fiber produced a beam diameter of
1.35 mm, and a beam divergence angle of 0.5–0.6 mrad. It was
fitted with two plugs at each end, which included the microlens
for focusing~at the receiving end! and/or resetting the divergence
angle of the beam~at the probe end!.

The selection of seed particles for laser Doppler measurements

Fig. 1 Geometries and operating conditions in the channel

Fig. 2 The measurement positions and dimensions of the test section
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represents a compromise between large particles~diameter.10
mm!, which are good light scatterers, and small particles
~diameter,1 mm!, which follow the air flow very accurately. A
satisfactory compromise could be obtained by 4–5-mm diameter
soot droplets from a straw smoke generator. Since the flow was
forced convection dominated, velocity measurements were made
without heating.

3 Data Reduction and Analysis
The laser-Doppler signal from the photomultiplier was fed to a

signal processor and, then, measured with a frequency counter.
The digital value of the Doppler frequency shiftf d , the charac-
teristic wavelength of the laserl, and the half angle between the
beamsu/2 are translated to horizontal~streamwise! u and vertical
~transverse! v velocity components, respectively, by the equation

u/or v5
lu/orvf d

2 sin~u/2!
. (1)

Once a valid laser velocimeter signal is generated, the test sec-
tion angular position is recorded with a shaft encoder. The encoder
divides each revolution into 3600 parts. The two velocity signal
and the shaft position are simultaneously recorded onto floppy
disks by a PC. A typical test had 40 data points in each measured
downstream station. This zone’s two-dimensional velocity and an-
gular position data for the measured point were analyzed after the
test.

In addition, various sources of uncertainty contribute to the
random and system errors in the mean velocity measurements.
These include index of refraction effects that alter the half angle
between the beams and the optical probe volume location; veloc-
ity bias, filter bias, and velocity gradient broadening; particle
seeding and particle deposition considerations; finite size of the
data samples; rotating channel wobble and vibrations in rotational
speeds of the channel. The visual optical probe volume position-
ing uncertainty was kept less than60.01 mm by the careful de-
termination of an initial reference location and using stepping mo-
tors with incremental steps equal to 50mm.

The nonuniform axial deposition of soot droplets on the glass
window contributed to the random uncertainty of all the velocity
measurements as well as to the symmetric uncertainty of these
measurements made along axial traverses. Of the uncertainties
specifically attributable to the LDA technique, filter bias, velocity
bias, and gradient broadening were carefully examined. Filter bias
was avoided. The maximum velocity bias was estimated to be less

than 10% but typically, it was about 10%. The effect of gradient
broadening seems negligible. In the flow region measured, typical
uncertainties in the mean velocities and turbulent intensities due
to this effect were 3–4% and 3–5%, respectively.

As mentioned before, the small size~4–5mm! of the soot drop-
lets used guaranteed the tracking of velocity fluctuation higher
than 1 kHz to better than 1% speed accuracy. Similarly, particle
drift velocity due to the centrifugal force can be shown to be
negligibly small. Calculation of the mean and turbulent intensity
results in statistical uncertainties of612% for mean velocity and
615% for turbulent intensity at the maximum rotational speed. In
this study, channel rotation was maintained constant within
60.3%. Table 2 summarizes the estimates of maximum measured
error and derived error associated with each measurement pre-
sented in Sec. 2.

4 Results and Discussion
The forced flow mechanism present in the rotating channel is

influenced mainly by the presence of Coriolis and centrifugal
forces. The tests are conducted for two channel Reynolds numbers
(ReD55000 and 10,000! and three rotational speeds~V5100,
200, and 300 rpm!. The parameters apparent for this type of flow
in rotating ribbed roughened channels are the flow rates (ReD),
rotational numbers ~Ro! with fixed rib geometry e/DH
50.27 (e/H50.135), and given size ofp/e58. The time average
u circumferential velocity~streamwise/axial direction in the test
channel! was measured along a radial line at midplane (z
510 mm) and downstream distance~shown in Fig. 2! at rotational
Reynolds numbers of 150, 301, and 451, and at the corresponding
rotational numbers~Ro! from 0.015 to 0.0902. The temperature of
the air was maintained at 2561°C for all the experiments. Based
on the definition of Ro, it is found that Ro of the channel at
ReD510,000 would be half of that channel at ReD55000 for the
same rotational speed.

4.1 Qualification Test and Assessment. Verification of the
experimental procedure and its accuracy for the mean velocity
were made for smooth duct without rotation at various streamwise
locations, and the results were also compared with the known
one-seventh law for turbulent flow velocity profile. It was found
~not shown! that the rms deviations were less than61.5% and 2%
at x/DH%9.73 (9.67) in the first~second! channel, respectively.
To examine the conservation of the mean flow rate, the mean
streamwise velocities were also integrated over each cross section
at specified stations. The results showed that the mass continuity
was valid within 63% in two entire channels. The ratios of
umax/u0 for this particular case (ReD510,000) at downstream of
the first channel and the second channel were found to be about
1.18 and 1.14, respectively. This coincided adequately~%6%!
with the conventional one-seventh result~51.233!. The good
agreement served to establish the validity of the measurements
and data reduction method. There is no discernable trend and the
flow may be regarded as symmetric without rotation. Moreover,

Table 1 Laser-Doppler velocimeter optical parameter

Laser power 4 W

Laser wavelength
green beam 514.5 nm
blue beam 488.0 nm

Beam-diameter ate22

~major and minor axes of ellipsoid!
green 3.9830.189 mm
blue 3.9830.189 mm

Beam half angle
green 2.72°
blue 2.72°

Focal length
green 400 mm
blue 400 mm

Fringe opening
green 5.27mm
blue 5.27mm

Number of fringes 36

Table 2 Maximum possible measurement errors

Quantity System error Random error

Measured quantity
x 60.5 mm 60.01 mm
y 60.5 mm 60.01 mm
z 60.5 mm 60.01 mm
u0 62.5% 60.25%
u 62% 62.5%
u8 62.5% 63%
v 62.5% 63%
v8 63% 62%
V 61 rpm 60.5 rpm
Derived quantity
u/u0 61% 61.5%
u8/u 64% 63%
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streamwise velocity and turbulent intensity distribution at the en-
trance within the midplane for the cases under study were also
measured which demonstrate the degree of uniformity and sym-
metry produced by the entry arrangements.

4.2 Mean Velocity Distribution. The possible flow separa-
tion mechanisms@16# in both the first/second channels including
the U bend with rotation are depicted in Fig. 3. The balance of the
centrifugal buoyancy due to radial pressure variation and Coriolis
force is discussed later in related figures and, with reference to
this figure, the details of flow development in the present two
rotating roughened channels can be discussed. Within the first/
second channel, after the flow passing over the seventh rib the
present measurements show that the flow is fully developed with
the same flow pattern being repeated over successive rib intervals.

This finding is the same as reported by Iacovides et al.@12#.
Therefore the following figures will only show the flow charac-
teristics near the vicinity of two consecutive ribs for periodic fully
developed flow.

Figure 4 illustrates the mean flow distribution at various
streamwise stations for ReD55000 under various rotating speeds.
A dependence of rotating speeds on the velocity profiles was
found. The axial velocity profiles obtained for eight downstream
stations in each channel with/without rotation are shown in Fig. 4.
The distortion of the profiles in Fig. 4 appears clearly. Generally,
the flow pattern with rotation is skewed continuously from the
typical one-seventh law turbulent velocity profile. The mean ve-
locity profiles show the presence of a nearly uniform velocity core
region in which the velocity gradient is small, along the entire

Fig. 3 Schematic of the possible separation mechanisms in the ribbed channel „followed by
Dutta et al. †16‡…
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length of the duct which isolates the boundary layers adjacent to
the duct wall except for the region in the U bend. In spite of this,
the flow structure redistributes slightly with rotation due to the
Coriolis force. With the assistance of Fig. 3, it is found that the
Coriolis force acts toward the trailing~leading! wall, while it is in
the first~second! channel as the channel rotates. Since the present
flow is isothermal, rotational~centrifugal force due to density
variations! buoyancy is not found. This can also be seen later in
Fig. 5. Moreover, the flow shown in Fig. 4 is significantly accel-
erated by the presence of the channel obstruction presented by the
opposite ribs. Mean velocities at the central portion at Ro50 are
observed somewhat higher. A large recirculation happens down-
stream of the upstream rib occupying the entire zone in between
two consecutive ribs is evident for both channels. This reverse
flow region extends fromx/DH513 tox/DH513.9~first channel!
and from x/DH512.94 to x/DH513.6 ~second channel!. These
strongly indicate that flow separation occurs between two con-
secutive ribs in both channels. The reattachment length seems not
changed a bit~from 0.9DH to 0.86DH) after the flow makes 180°
U turn. In addition, the separation in both first/second pass will
delay with rotation. The distortion of the mean velocity profile
from traditional nearly flat shape appears to be shifted toward the
trailing side~first channel! and leading side~second channel! be-
cause the secondary flow exists in the plane of test section due to
Coriolis forces with rotation. While the centrifugal force acts to-
ward the same~opposite! direction as the flow proceeds in the first
~second! channel. This causes that the mean flow would accelerate
~decelerate! in the first ~second! channel, respectively, with rota-
tion. All behaviors stated above will become significant as Ro
increases.

Figure 5 shows the corresponding of Fig. 4 except for ReD
510,000. In fact, the Ro in Fig. 5 is half that in Fig. 4 for the
same rotational speed. Since the inertia force becomes strong, the

findings in Fig. 4 become less noted as one would expect. How-
ever, the change in reattachment length with ReD seems significant
~e.g., 0.9DH– 0.7DH) from Fig. 5 after the flow makes a 180° U
turn. In contrast to the smooth wall case~see Hsieh et al.@9#!,
there is now a region of flow separation along both leading and
trailing walls in the first and second channel with rib turbulators.
The symmetric nature holds without rotation. However, the posi-
tion of the peak value of streamwise velocity distribution along
the channel moves fromy/DH50.5 to y/DH50.3 (0.8) when Ro
becomes higher as the flow proceeds downstream in the first~sec-
ond! channel in Fig. 4. In fact, in Figs. 4 and 5 the velocity peak
in the streamwise direction increases and converges toward the
downstream rib on trailing~leading! surface in the first~second!
channel.

A typical vector plot of streamwise velocity at the region be-
tween two consecutive ribs at ReD55000 is shown in Fig. 6 in
both channels. This gives a clear picture of the flow. The value of
uVmaxu as well as the flow behavior seems not changed much~6.5–
6.73 m/s! in both channels different rotational speeds even after
the flow makes a 180° sharp U turn. However, the influences of
the present rib, rotational speed and ReD on reattachment length,
were clearly noted. In addition, the effects of rotation on the mean
flow are clearly seen in Fig. 6. As stated before, in the first~sec-
ond! channel when repeating flow conditions are in evidence~not
shown here!, rotation displaces the faster fluid toward the trailing
~leading! side in the first~second! channel. This situation shown in
Fig. 6 becomes more noted as Ro increases. These effects are
consistent with the rotation effects observed in flow through
ribbed ~staggeredly roughened in straight tangent parts only! U
bends measured by Iacovides@12#. The Coriolis-induced second-
ary motion convects high momentum fluid toward trailing~lead-
ing! side in the first~second! channel.

To quantify flow development and downstream behavior in tur-

Fig. 4 LDV measurements for streamwise velocity along the channels between two consecutive ribs „ReDÄ5000… at z¿Ä0.5 and
u0Ä5.23 mÕs
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bulent flow over ribbed geometry/or roughed surfaces~case A and
B for two different rib arrangements!, velocity measurements
were taken for the region of 180° U bend~not including the up/
downstream elbow regions! at ReD55000 and 10,000 with rota-
tional speeds of 100, 200, and 300 rpm. In Fig. 7 for case A~here
the ribs were positioned oppositely!, the streamwise velocity pro-
files at midplane are shown in the 180° U bend channels for Rey-
nolds number of ReD55000 and 10,000, respectively. In every
channel, based on the Kutta condition, the separation should occur
at a 90° sharp corner. In fact, aty/DH51.08 the flow has sepa-
rated for a while on the trailing side of the first half of the U bend.
Keeping this separation and passing over the ribs, the flow, even-
tually, reattached on the wall of the second half of the U bend at
y/DH520.84. This gives the reattachment length bigger than
1.92DH . Furthermore, how the flow evolves in the streamwise
region downstream can be observed. Like the smooth channel
~Hsieh et al.@9#!, the flow at the U bend is still developing and the
boundary layers are thin except that the migration of the flow to
the trailing side changed a little bit. Moreover, the separated flow
seems never reattached because of the presence of the ribs~see
Fig. 7 for case A!. After the flow passed over the rib, the flow
reattached aty/DH520.84 ~second half of U bend!. This behav-
ior was totally changed when case B arrangement was placed
instead~see Fig. 7!.

In contrast to case A, there is now a small region of flow sepa-
ration aty/DH50.93 along the top floor of the upstream rib right
after the bend entry~first half of the U bend! first and then, the
flow starts to separate from the trailing wall when it passes over
the upstream rib~first half! and this situation preserves until
touching the downstream rib~second half!. However, aty/DH
520.93 ~second half!, there is no more separation region on the
top floor of the downstream rib~second half! which is different
from the phenomena mentioned above. Another important feature

of Fig. 7 is that the velocity peak can reach 1.85u0 ~much bigger
than those of smooth ducts! for both rib arrangements in the U
bend and it seems the mean velocity distribution in the first half of
the U bend is more uniform than that in the second half of the U
bend.

Figure 8 further deciphered the rotation and rib effects on the
vector velocity within the U bend. For the case-A rib arrangement,
rotation displaces the faster fluid toward the trailing wall~see
Figs. 8~b!–~d!. This is a consequence of Coriolis force-induced
secondary flow. Rotation also has a noticeable effect on the flow
development within the U bend. Moreover, as can be seen in Figs.
8~b!–~d!, rotation leads to a more uniform velocity distribution.
The upstream separation of the rib is about 1.6 diameters long and
0.4 diameters high. This situation becomes less distinct as Ro
increase. While for the case-B rib arrangement, the separation
bubble almost occupies the entire space of the two consecutive
ribs as shown in Figs. 8~e!–~h!. Again, rotation leads to a more
uniform velocity distribution which can be seen in Figs. 8~g! and
~h!. The size of the separation bubble becomes smaller especially
for its height as Ro increases. For instance, at Ro50.0451~300
rpm! the bubble is 1.4 diameters long and 0.15 diameters high.
Further inspection of Figs. 8~b!–~d!, shows that there are two
co-rotating vortices existing right up/downstream from the rib on
trailing wall, respectively. The one upstream is rotating in a clock-
wise direction and strong; and the one downstream seems not
clear and weak. However, this situation seems to never occur for
the rib on the leading wall for the cases under study. In contrast to
this finding, the case-B rib arrangement exhibited a different be-
havior ~see Figs. 8~e!–~h!!. Only one big vortex exists in between
two consecutive ribs. The strength of the vortex becomes weaker
as Ro increases.

These figures strongly support the flow pattern shown in the
corresponding results as illustrated in Fig. 7. It is important to

Fig. 5 LDV measurements for streamwise velocity along the channels between two consecutive ribs „ReDÄ10000… at z¿Ä0.5 at
u0Ä10.45 mÕs
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Fig. 6 Streamwise vector plots between two consecutive ribs in first channel at different Ro at Re DÄ5000 at u0Ä5.23 mÕs Stream-
wise vector plots between two consecutive ribs in second channel at different Ro at Re DÄ5000 at u0Ä5.23 mÕs
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remark that the size of the core flow~defined as fluid of velocity
greater than about 0.5u0 at each downstream station! shown in
Figs. 7 and 8 in the U bend, rather than the degrees of distortion of
the streamwise distribution adjacent to the trailing wall, indicates
the importance of the secondary flow: the smaller the core, the
larger the magnitude of the secondary velocities. This can be seen
in Figs. 8~d! and ~h! at which they all have the highest Ro.

In general, Fig. 8 shows that for both case-A and -B rib arrange-
ments, the core is found progressively towards the trailing wall
and along the side wall with a corresponding low velocity region
adjacent to both the leading and trailing wall due to the presence
of the ribs. However, with case B, the situation of the low velocity
region near the leading wall is getting less strong due to the ab-
sence of the rib. The development of the streamwise velocity is

influenced by a streamwise pressure gradient. Although wall pres-
sures were not measured, their form can be expected.

4.3 Turbulent Intensity and Shear Stress Distributions.
The effect of rib and rotation on the boundary layers on the trail-
ing and leading walls for both channels on the midplane of sym-
metry of the channel and the possible three dimensionality asso-
ciated with the flow separation on both walls were already evident
from the mean velocity fields as shown in Figs. 4 and 5. These
three effects~rib, rotation, and 3D effect! combine to produce a
quite complex distribution of the turbulent intensity and shear
stress.

The results of turbulent intensity measurements are shown in
Fig. 9. The normalized turbulence intensityu8/u has been plotted

Fig. 7 LDV measurements for the streamwise velocity distribution in U bend at Re DÄ10000 and
z¿Ä0.5 at u0Ä10.45 mÕs LDV measurements for the streamwise velocity distribution in U bend at
ReDÄ5000 and z¿Ä0.5 at u0Ä5.23 mÕs
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in the transverse direction. Atx/DH57.6 ~first channel! and 7.54
~second channel!, a nearly uniform turbulence intensity of 10% is
observed all across where the flow was accelerated except near the
rib top floor where it is higher at 120%. Further downstream, for
instance,x/DH57.9 in the first channel, the profiles show an in-
crease in the turbulence levels in the recirculation zone close to
trailing wall, going up to 120% near to edge of the dividing
stream line and up to 60% near the leading wall. Figure 9 also
shows profiles of streamwise turbulence intensities in the vicinity
of two consecutive ribs in both the first and second channels at
different rotational speeds and ReD55000 which stands for the
corresponding developments in the turbulence levels of Fig. 4.
The increase in turbulence intensities along the ribs is expected
due to the growth of the boundary layer shear layer where the flow
was decelerated. The intensity of shear layer is greater in the
vicinity of the ribs as the flow tries to retain in flow direction and
hence a higher turbulence intensity is seen there. The increase in

intensity along the rib top floor can be seen. This is because of
flow development against the adverse pressure gradient along the
upstream and downstream corner and hence higher shear levels as
high as 100% atx/DH58.8 ~first channel! and 200% atx/DH
57.9 ~second channel!. As the flow moves downstream, the dis-
tortion of the turbulence intensity distribution close to the center
reduces a bit~only about 10%! due to the bulk movement of the
flow and self-imposed favorable pressure gradient by the flow as
the flow proceeds further downstream after passing over the ribs
as shown in Fig. 9.

The higher turbulence intensity levels shown in Fig. 9 due to
rotation serves to reaffirm the existence of more disturbed flow
with ribs. It shows that higher turbulence levels~about 100%!
near the walls and in the shear layer separating the mean flow
from the circulation zone as shown in Fig. 9 forx/DH
513– 14.8 in both the first/second channel. Upon further inspec-

Fig. 7 „continued …
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Fig. 8 Velocity vector plots in U bend „rib arrangement; Case A … at ReDÄ10000 „u0Ä10.45 mÕs… and z¿Ä0.5 under different Re
Velocity vector plots in U bend „rib arrangement; Case A … at ReDÄ10000 „u0Ä10.45 mÕs… and z¿Ä0.5 under different Ro
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Fig. 8 „continued …
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Fig. 9 LDV measurements for streamwise turbulence intensity at Re DÄ5000 and u 0Ä5.23 mÕs

Fig. 10 Profiles of the Reynolds shear stress at Re DÄ10000 and u 0Ä10.45 mÕs
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tion of Fig. 9, it is found that most of the significant shear stress
variation occurs downstream of the U turn. These measurements
in the second pass indicate that, atx/DH512.94– 14.5, turbulence
levels vary significantly with separation region’s growth and de-
cay. Unlike the behavior in the first pass, the region of high tur-
bulence randomly expands from leading/trailing walls towards the
duct center, which are also significantly affected by rotation. Even
so, the effects of rotation on turbulence are not strong, perhaps
because of the present low rotation speed~Ro<0.0902!. By con-
trast, the flow along the smooth channel has stabilized somewhat.

The distribution of the turbulent shear stress component at
ReD510,000 within the mid-planeu8v8 along the downstream in
both the first pass and the second pass is shown in Fig. 10. These
measurements indicate that the shear stress distribution is signifi-
cantly affected by ribs and rotation as well as the U bend. The
shear stress is small~<65%! as expected due to low rotation
speeds of the present study, with peak values near the leading/
trailing walls. The ribs and rotation increase shear stress. How-
ever, the effect of rotation seems different in the first and second
pass, in which the peak value was shifted toward the trailing wall
in the first pass and the leading wall in the second pass due to the
Coriolis forces. Unlike the turbulent intensity distribution in the
second pass as shown in Fig. 10, the U turn has a weak effect on
u8v8 values. Also shown in Fig. 10 are the profiles of the turbu-
lent shear stresses measured within two consecutive ribs. As ex-
pected, the levels of turbulence are considerably higher and be-
come even higher over the ribs. At successive streamwise stations,
large values ofu8v8 are found near the trailing and leading walls
in both channels indicating that the momentum transport is large
in the region coinciding with large streamwise velocity gradients.
The change in the sign ofu8v8 is closely associated with changes
in the sign of transverse velocity gradients due to rotation and the
rib. Upon approaching the rib,u8v8 values are low, corresponding
to the small boundary layer thickness and in the core along the
downstreamu8v8 seems not changed a bit indicating a weak mix-
ing in the center of the core.

5 Conclusions
The measurements presented and discussed provide more in-

sight into the flow structure within a two pass rotating ribbed
roughened 180° U bend of rectangular cross section duct~AR
53:1! for ReD55000 and 10,000 and Ro50–0.0902, simulating
that encountered in internal cooling passages of gas turbine
blades. Detailed streamwise mean velocity distribution as well as
turbulence intensity and shear stress in the vicinity of two con-
secutive ribs in both channel pass and U bend are reported. The
following specific features are observed.

1. A steamwise-periodic fully developed flow is approximately
achieved after sufficient distance~about the seventh rib
before/after the U turn!.

2. Separation is observed in both the first and second channels
between two consecutive ribs, and in the U-bend region as
well. However, the size of separation region is smaller than
that of the stationary duct as Ro increases which are consis-
tent with the previous studies of Iacovides et al.@12#. In
addition, the separation delayed effect in straight channels
~first/second pass! is noted and becomes more significant as
Ro increases.

3. Secondary flow observed due to Coriolis force in the~first!
second channel and Coriolis as well as centrifugal force in
the U bend becomes strong as Ro increases.

4. The intensity of the shear layer is greater in the vicinity of
the ribs as compared to that in the smooth surface. The rib as
well as the U-bend region effect on turbulent intensity and
shear stress are dominant over that of rotation.

5. Despite remark 4, the effect of rotation is still noted. It is
found that the rotation makes the turbulent intensity and

shear stress distribution more random in transverse direction
along the midplane as compared to those without rotation.
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Nomenclature

AR 5 aspect ratio, H:W53:1
DH 5 hydraulic diameter, 2WH/~W1H!

e 5 rib height
H 5 height of channel
L 5 test channel length
p 5 pitch
R̄ 5 mean rotation radius

ReD 5 Reynolds number,u0DH /n
ReV 5 rotational Reynolds number,VDH

2 /n
Ro 5 rotional number,VDH /u0

u 5 horizontal velocity~streamwise!
u8 5 horizontal velocity fluctuation
u0 5 inlet mean velocity
v 5 vertical velocity~transverse!

v8 5 vertical velocity fluctuation
W 5 width of channel
x 5 x ordinate~streamwise! direction
y 5 y ordinate~transverse! direction

y1 5 y/DH
z 5 z ordinate~spanwise! direction

z1 5 z/DH

Greek Symbols

b 5 model orientation
l 5 wavelength
u 5 intersection angle of laser beams
V 5 rotational speed
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Analysis of the Worst Mistuning
Patterns in Bladed Disk
Assemblies
The problem of determining the worst mistuning patterns is formulated and solved as an
optimization problem. Maximum resonant amplitudes searched across the many nodes of
a large-scale finite element model of a mistuned bladed disk and across all the excitation
frequencies in a given range are combined into an objective function. Individual blade
mistuning is controlled by varying design parameters, whose variation range is con-
strained by manufacture tolerances. Detailed realistic finite element models, which have
so far only been used for analyzing tuned bladed disks, are used for calculation of the
forced resonant response of mistuned assemblies and for determination of its sensitivity
coefficients with respect to mistuning variation. Results of the optimum search of mistun-
ing patterns for some practical bladed disks are analyzed and reveal higher worst cases
than those found in previous studies.@DOI: 10.1115/1.1622710#

Introduction
Blade mistuning is inevitable in practical bladed disks and is

usually caused by small imperfections in their manufacture and
assembly process. Stress levels and vibration amplitude distribu-
tions are highly sensitive to mistuning variations even in the small
ranges restricted by manufacture tolerances.

The problem assessing the mistuning worsening effect on reso-
nance response levels has been studied so far mostly as a problem
of analysis of response levels for some given mistuning patterns.
These mistuning patterns, can be consciously chosen by the inves-
tigator, as was done in Refs.@1–4#, can be randomly generated, as
in Refs.@5–7#, or presented as superposition of both as in Ref.@8#.
In some references~Refs.@9–11#! attempts are made to determine
directly statistical characteristics of response levels variation in
respect blade mistuning. More complete lists of references on
studies of mistuned bladed disks can be found in Refs.@12# and
@13#.

There are wide variations in predictions of what the maximum
response level increase can be, e.g., 21% in Ref.@2#, 82% in Ref.
@14#, 63% in Ref.@3#, 105% in Ref.@5#, 110% in Ref.@7#, less
than 50% in Ref.@6#, 90% in Ref.@8#. Although such results can
give some estimate for the mistuning worsening effect, they do
not guarantee that the trial mistuning patterns used are the worst
~as in the case of deliberately chosen patterns! or they require
generation and analyzing a very large number of random mistun-
ing patterns, which can be used only with very simplified models
~and, moreover, it is unknowna priori how large this number of
trials has to be!. The theoretical limit for the maximum magnifi-
cation of the forced response that can be caused by mistuning is
presented by Whitehead@15,16#, where it is found to be equal to
1
2(11ANB), whereNB is number of blades. Although helpful as
an estimate this limit does not allow us to answer whether it can
be achieved under prescribed forcing and damping for a particular
bladed disk design with specific design parameters and for a given
range of mistuning. Knowledge of the largest response level in-
crease caused by the mistuning and of the arrangements of blades
that are the most favorable, and those which are the most danger-
ous, is very important for design practice. The answers can and

should be obtained only for some specific bladed disk assemblies
and under specific forcing conditions since it is very case specific.

The problem of searching for the worst and best mistuning
patterns has been formulated as an optimization problem first by
Petrov@17,18#, where the blades of a mistuned bladed disk were
modeled by pretwisted beams with many degrees of freedom con-
nected by shrouds, and the search was carried out by optimization
methods which do not require sensitivity coefficients. Several op-
timization algorithms using sensitivity coefficients have been de-
veloped and used for this problem in Ref.@19#. An attempt to use
the direct optimization search has been made in Ref.@20#, al-
though use of the maximum coefficient of the dynamic stiffness
matrix of the system as a rough estimate for the maximum ampli-
tude and absence of determination of resonances for a mistuned
system make application of the proposed approach for practical
purposes doubtful. Possibilities of using a simulated annealing
algorithm for a combinatorial problem to determine the best ar-
rangement of mistuned blades on a bladed disk have been ex-
plored in Ref.@21#. The problem of search for the best arrange-
ment of mistuned blades with prescribed mistuning values has
been solved by genetic algorithms using gradient-based response
surface approximations in Ref.@22#. Recently, a new method for
analysis of mistuned bladed disks has been developed@23#, which
allows use of detailed, realistic, finite element models, such as
were applied only for analysis of tuned bladed disks to date. The
method is based on an exact relationship between the response of
tuned and mistuned assemblies. It allows us to reduce exactly a
large finite element model and to overcome excessive computa-
tional expense inherent usually to the analysis of mistuning.

In the present paper the problem of determining the worst mis-
tuning patterns is formulated and solved as an optimization prob-
lem for large finite element models. Further development of the
method is made to solve the optimization problem for such mod-
els. An effective method is developed for calculation of the sen-
sitivity coefficients for maximum forced response with respect to
blade mistuning. The effectiveness and accuracy of the sensitivity
coefficient computations are based on an analytical derivation of
the expressions for their calculation. Numerical studies are carried
out for a finite element model of a realistic bladed disk.

Problem Formulation
Usually, in service conditions, bladed disks are subjected to

excitations of the so-called ‘‘engine-order type,’’ i.e., the ampli-
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tudes of vibration forces acting on different blades are identical
but there is a fixed phase shift between forces on adjacent blades
of the assembly.

A perfectly tuned bladed disk subjected to such excitation gen-
erates the same amplitudes for all blades. Moreover, for such a
bladed disk, the only modes that can be excited from a large
variety of natural modes are those that have the same number of
displacement waves around the circumference of the bladed disk
as the engine order forcing.

Even small mistuning can change the vibration response char-
acteristics of a bladed disk to a large extent. Amplitudes become
different for the blades of a bladed disk and their distribution
becomes very irregular. Many closely spaced resonance peaks are
excited. An example of the mistuning influence on the amplitudes
of a bladed disk is shown in Fig. 1.

In the derivation of the proposed method attention is focused on
maximum displacements, since the worsening effect of mistuning
is estimated here from an increase of the maximum displacement
amplitude level in the system compared with one of the tuned
system. Although mode shape variation caused by mistuning can
also change the ratios between stresses and displacements, in
many cases these changes are secondary compared with the am-
plitude increase, and because of that, the effect of mistuning on
stresses can be expected to be similar to the effect on displace-
ments. Direct formulation of the problem with respect to stresses
can be conducted analogously to the one presented here using
expressions obtained in Ref.@19# for sensitivity coefficients of
stress intensity with respect to mistuning.

The maximum displacement responseM is found by searching
over all points of the bladed disk, over all excitation frequencies
and over all time instants during a vibration period, and is repre-
sented by the following expression:

M5max
v

max
x

max
t

i ũ~v,x,t !i , (1)

where ũ5$ux ,uy ,uz%
T is a vector of displacements at a consid-

ered point;v is the excitation frequency, which can admit values
from a frequency range given, i.e.,vP@v2,v1#; x5$x,y,z%T is
a vector of co-ordinates of the point, which can be any point of the
volumeV occupied by the bladed assembly, i.e.,xPV; t is time,
which can be considered over one period of vibration only, i.e.,
tP@0,2p/v#.

We characterize a mistuning pattern by a vector of mistuning
parametersb:

b5$b1 ,b2 , . . . ,bNB
%T, (2)

whereNB is a total number of blades in the assembly.
The method proposed does not impose restrictions on a choice

of parameters that characterize blade mistuning. In practice, how-
ever, blade mistuning is usually measured by values of individual
natural frequencies of blades, which can be assembled into a
bladed disk or manufactured together with a disk as in the case of
a blisk. Because of that, it is convenient to assume that thej th
component of the vector is determined as the relative difference
between thei th natural frequency of thej th bladef j

( i ) and natural
frequency of the perfectly tuned, standard bladef 0

( i ) , i.e.,

bj5~ f j
~ i !2 f 0

~ i !!/ f 0
~ i ! . (3)

The choice of the particular mode used for the mistuning esti-
mate is determined by the excitation frequency range of interest
and the available experimental data.

The maximum displacement response is dependent on the mis-
tuning pattern. In order to find the worst mistuning pattern~the
one that provides the maximum displacement when acceptable
mistuning is restricted by manufacture tolerances!, the following
constrained optimization problem is formulated:

M~b!→max (4)

with the bound constraints

b2<b<b1. (5)

Calculation of the Maximum Displacement

Bladed-Disc Modeling and Amplitude Calculation. The
equation of motion for forced vibration of a bladed disk can be
written, accounting for stress stiffening and spin softening effects
occurring due to the bladed disk rotation, in a frequency-domain
form as

@K1KS~V!2V2MV2v2M1 iD#q5Z~v!q5f, (6)

where q is a vector of complex response amplitudes for nodal
displacements along co-ordinate axes;f is a vector of complex
amplitudes of harmonic nodal loads;v is the excitation frequency;
V5v/m is rotation speed~wherem is an engine order number!;
K, M, andD are stiffness, mass, and structural damping matrices
of the system respectively;KS is a stress stiffening matrix deter-
mined by action of centrifugal forces;MV is the so-called
‘‘pseudomass’’ matrix reflecting spin softening;Z~v! is the dy-
namic stiffness matrix; andi 5A21.

For mistuned bladed disks the matrices in Eq.~6! are too large
to allow direct solution when a detailed enough finite element
model is applied. Because of that, an effective method for calcu-
lation of vibration amplitudes of mistuned bladed disks has been
developed in Ref.@23#, which allows the use of large detailed
finite element models that have previously been applied to the
analysis of tuned bladed disks only. The method, together with a
new technique for the analytical calculation of sensitivity coeffi-
cients of the maximum displacement with respect to mistuning,
constitutes a basis for the optimization search of the worst mis-
tuning pattern. The formulation given below for the method for
amplitude calculation is modified to increase its efficiency for the
optimization problem considered here.

Fig. 1 Forced response of each from 26 blades of the fan
bladed disk: „a… the case of tuned blades; „b… the case of mis-
tuned blades
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In accordance with the method, the dynamic stiffness matrix for
a mistuned system can be represented by a sum of the matrix for
tuned systemZ0 and a mistuning matrixDZ, characterizing dis-
tinctions of the mistuned system from a tuned one, i.e.,

Z5Z01DZ. (7)

It can be shown that any mistuning matrixDZ can be expressed
as the multiplication of two matricesE andV as follows:

DZ5 (
i , j 51

N

Dzi j eiej
T5(

i 51

N

eiS (
i 51

N

Dzi j ej
TD 5 E

~N3n!

V
~n3N!

, (8)

wheree, is a vector whosei th component is equal to 1 and the
others are equal 0;V is a matrix, in which each row is constructed
of the nonzero rows of the mistuning matrixDZ; E is a matrix
consisting of vectorsei corresponding to these nonzero rows;N is
the number of degrees of freedom~DOF’s! in the considered sys-
tem, andn is the number of nonzero rows inDZ.

Then, the complex amplitudesq can be determined from Eqs.
~6!–~8!. In order to calculate the amplitudes we apply the
Sherman-Morrison-Woodbury formula derived in Refs.@24# and
@25# for inversion of special structure, which allows us to obtain
the following expression for amplitude determination:

q5~Z01DZ!21f5@A2AE~ I1VAE!21VA#f, (9)

where A5Z0
21 is the FRF matrix of the tuned system andI (n

3n) is an identity matrix.
The main advantage of Eq.~9! is that it is exact and valid for

any subset of the so-called ‘‘active’’ nodes and DOF’s selected.
The active nodes are those where one wishes to determine ampli-
tude response levels and where mistuning is applied. The number
of active nodes can be chosen to be small enough to enable effec-
tive calculations. Moreover, the FRF matrix of a tuned bladed disk
used in Eq.~9! can be generated from the mode shapes and natural
frequencies calculated from a finite element model of one its sec-
tor only, having taken into account the cyclic symmetry properties
of the tuned assembly. The effective method for calculation of the
FRF matrix for a tuned bladed disk is described in Ref.@23#. An
example of the finite element model for a bladed disk, its sector,
and active nodes chosen, are shown in Fig. 2.

The blade frequency mistuning is modeled by applying the mis-
tuning matrix V0(n/NB3N/NB) of the same structure to each
blade of the assembly. The differences in mistuning between
blades are described by coefficientsc(bj ), which are used as a
multiplier for matrix V0 . Owing to this, the mistuning matrix for
the whole bladed assemblyV can be expressed in the following
block-diagonal form:

V~b!5diag$c~b1!V0 ,c~b2!V0 , . . . ,c~bNB
!V0%. (10)

The coefficientc(bj ) establishes correspondence between the
mistuning parameters of the blade-alone natural frequencies de-
fined in Eq.~3! and magnitudes of the components of the mistun-
ing matrix.

In order to determine this coefficient, calculations of forced
response for a lone blade is performed for a set of trial valuescj
( j 51,nc), when mistuning matrixc(bj )V0 is applied to the blade.
As a result of these calculations for each trial value of the mis-
tuning coefficientcj , i th resonance frequency of a single blade
f ( i ) and hence the mistuning parameterb are determined. Then
using this set of points spline approximationc(b) with respect to
the introduced mistuning parametersb provides a possibility to
obtain the mistuning coefficient for any frequency mistuning~Fig.
3!.

Although there is no restriction on the structure and values of
components of the matrixV0 , it is useful to define some mistun-
ing elements which have a physical interpretation and which help
to form V0 . Simple examples of such elements can be: lumped
masses, dampers, or springs applied to nodes of the finite element
model.

Equation~9! can be rewritten in the following set of two equa-
tions, which are much more effective for computation:

q5q02AEp, (11)

where AE(N3n)5A(N3N)E(N3n) is the FRF matrix of the
tuned system with excluded columns corresponding to zero rows
of matrix DZ andq0 is vector of response amplitudes for the tuned
bladed disk. An auxiliary vectorp(n31) is determined from the
solution of the following equation:

~ I1VAE!p5Vq0 . (12)

Maximum Displacement Over Vibration Period. Each
component of the nodal displacement vector can have its own
phase, which results in an elliptical in space orbit of a node during
vibration. Because of that, the maximum displacement at a node
cannot be obtained simply as the sum of the squares of the am-
plitude of all its co-ordinate components. The analytical formula
has been derived in Ref.@19# to express the maximum displace-
ments using complex amplitudes of co-ordinate displacements and
it has the following form:

max
t

i ũki5max
t

iRe~eivtuk!i5A1

2
~uk* uk1uuk

Tuku!, (13)

whereuk is a vector of complex amplitudes of co-ordinate com-
ponents at thekth node considered, and* represents the Hermit-
ian conjugate.

Fig. 2 Finite element model and active nodes: „a… a bladed
disk; „b… a sector of the bladed disk

Fig. 3 Correspondence calculated between the mistuning co-
efficient and frequency mistuning
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Maximum Displacement Over a Bladed Disk Assembly.
The maximum displacement over all nodes of the system and the
corresponding node numberkM are determined by a simple com-
parison of max

t
iũki at all nodes analyzed.

Maximum Displacement in a Given Excitation Frequency
Range. Near resonance peaks, the amplitude levels of systems
with small damping~which is typical of bladed disks! vary
abruptly. Because of that, an accurate calculation of resonance
amplitudes requires a very small excitation frequency step in or-
der to locate the resonance frequencies precisely. Mistuned bladed
disks have many resonance peaks, which are sometimes spread
over a rather wide frequency range. To make the search for the
maximum displacementM efficient, it is performed as the solu-
tion of an optimization problem with excitation frequency consid-
ered as an optimization parameter varied in a given range. Fre-
quency stepping is applied to separate the resonance peaks and the
step size can be chosen to be reasonably large for this goal. A
combination of the golden section method and the inverse qua-
dratic approximation method~for description of these methods
see, for example, Ref.@26#! is then used for precise determination
of the resonance amplitudes. The displacements found at all reso-
nance peaks are compared and the largest value givesM and a
value of the corresponding excitation frequencyvM .

Sensitivity Coefficients With Respect to Mistuning
The number of variable parameters in the proposed optimiza-

tion search of the worst mistuning patterns is equal to the number
of blades in the assembly. This number is always large enough to
make it necessary to use optimization methods based on the gra-
dient of the maximum displacement with respect to the mistuning
parameters. Because of this, determination of this gradient, where
components are the sensitivity coefficients for the maximum dis-
placement with respect to the mistuning parameters, is one of the
most important tasks which determines the effectiveness of the
developed method.

The sensitivity coefficients could be calculated using finite dif-
ference approximations for the derivatives. However, even the
simplest first-order finite-difference formulas require calculating
M(b1Dbej ) ( j 51,NB) at leastNB times for small increments
Db. This is a very time-consuming process and makes this ap-
proach too expensive for the problem of analyzing mistuned
bladed disks, leaving apart inevitable approximation errors. The
method proposed below for analytical determination of the sensi-
tivity coefficients of the maximum displacement in a mistuned
bladed disk with respect to the mistuning parameters provides a
fast and exact calculation.

Sensitivity Coefficients for Complex Nodal Amplitudes.
Expressions for determination of the sensitivity coefficients for
the complex nodal amplitudes can be obtained by differentiating
Eqs. ~11! and ~12! with respect to thej th mistuning parameter
analyzed:

]q

]bj
52AE

]p

]bj
, (14)

~ I1VAE!
]p

]bj
5

]V

]bj
q, (15)

where all matrices are calculated at the previously found excita-
tion frequencyvM , corresponding to the maximum displacement,
and the vector of complex amplitudesq is determined from Eqs.
~11! and ~12!.

Matrix ]V/]bj is determined by differentiation of Eq.~10!,
which results in the following expression:

]V

]bj
5diagH 0,0, . . . ,

]c~bj !

]b
V0 , . . . ,0J , (16)

where only thej th block on the main diagonal of the matrix is
nonzero. Smooth character of the functionc(b) ~see Fig. 3! al-
lows calculating derivatives]c/]b without difficulty and with
high accuracy using the spline approximation.

It should be noted that the calculation of the sensitivity coeffi-
cients for all the introduced mistuning parameters is not time con-
suming, compared with the calculation of the maximum displace-
ment, since all calculations are performed for only one excitation
frequencyvM . Moreover, the matrixI1VAE in Eq. ~15! is iden-
tical for derivatives with respect to all the mistuning parametersbj
( j 51,NB). Taking this into account also allows us to save the
computation time by decomposing the matrix in a Gauss elimina-
tion solution of Eq.~15! only once.

Sensitivity Coefficients for the Maximum Displacement.
To use the derivatives of the complex amplitudes obtained in the
previous section, we derive an expression for the sensitivity coef-
ficients of the maximum displacement with respect to the mistun-
ing parameters having taken into account the dependence of the
maximum displacement on the real and imaginary parts of the
complex amplitudes. This results in the following formula:

]M

]bj
5S ]M

]uReD T ]uRe

]bj
1S ]M

]uImD T ]uIm

]bj
5ReS ]u*

]bj

]M

]u D , (17)

where three components of the vector]u/]bj are selected from
the vector of sensitivity coefficients for complex nodal ampli-
tudes,]q/]bj , for the nodekM , where the maximum of displace-
ments is achieved.

The complex vector]M/]u is introduced in Eq.~17! to facili-
tate the use of derivatives of complex amplitudes with respect to
the mistuning parameters. It is defined by the following expres-
sion: ]M/]u5]M/]uRe1i]M/]uIm. Having differentiated Eq.
~13!, this can be expressed through the complex amplitudes in the
following form:

]M

]u
5

1

2M
S u1ū

uTu

uuTuu D , (18)

where a bar above a symbolu means a complex conjugate.
Expressions~17! and ~18! are calculated jointly with Eqs.~14!

and~15! for all mistuning parametersbj to obtain all components
of the vector of the sensitivity coefficients:

¹M5H ]M

]b1
,
]M

]b2
, . . . ,

]M

]bNB
J T

. (19)

The calculations are performed at the excitation frequency cor-
responding to maximum displacementvM .

The chosen objective functionM is continuous but the gradient
¹M can be diskontinuous when the number of a blade where the
amplitudes are maximum is changed with a variation of the mis-
tuning parameters. There is no difficulty to smooth the gradient
without influence on the optimal solution, for example, as shown
in Ref. @19# but there was no need to do this for the bladed as-
semblies investigated. This occasional gradient diskontinuity does
not affect significantly the robustness of the optimal search for the
worst mistuning patterns since the location of the point of maxi-
mum amplitude is usually not changed in the vicinity of the opti-
mal solution for the considered problem, and, moreover, the de-
veloped optimization algorithm can withstand occasional gradient
diskontinuity.

Optimization Search of the Worst Mistuning Pattern
The efficient method developed above for calculation of the

sensitivity coefficients¹M and the objective functionM allows
us to make a search for the worst mistuning pattern using the
derivatives. The most efficient optimization methods using the
sensitivity coefficients belong to the family of quasi-Newton
methods. An effective algorithm also based on the quasi-Newton
method has been developed and applied in Ref.@19# for the opti-
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mal search of worst and best mistuning patterns of bladed disks
for the case when blades are modeled by pretwisted beams. The
algorithm allows us to take into account the bound constraints
imposed by manufacturing tolerances on mistuning variations. It
has been used for the multi-degrees-of-freedom finite element
models of the bladed disks analyzed here with some minor modi-
fications.

Numerical Results

A Fan Bladed Disc. The presented method has been applied
to the analysis of a bladed fan disk containing 26 blades, which is
shown in Fig. 2. A detailed finite element model was used for
determination of the FRF matrix of the tuned assembly. It contains
above 120,000 DOF’s in each sector of the finite element model
and the full bladed disk comprises above 3,000,000 DOF’s. Direct
implementation of this model, comprising more than three million
DOF’s for the mistuned assembly, would be impractical even for a
simple response analysis, leaving apart the optimization search.
Because of that, just four nodes were selected~marked by letter
‘‘A’’ in Fig. 2 ! as the active nodes for each blade, namely the
nodes where amplitudes are expected to be maximum and dis-
placements were determined and controlled at these nodes. The
proposed method provides exact calculation of the amplitudes at
these nodes and, moreover, a realistic distribution of excitation
forces over nodes of the blade surface can also be accounted for.
Because the use of such a relatively small number of active nodes
allows very fast calculations, and does not affect the accuracy of
the calculations, this permits the determination of the maximum
amplitudes occurring in the bladed disk analyzed. The number of
DOF’s analyzed,n, in vectorq equals 468, which is quite accept-
able for our purposes. The values of possible blade frequency
mistuning were assumed to be located within the range
@25%¯15%# and the damping loss factor was taken to be
0.003. Natural frequencies of the bladed fan disk for all nodal
diameter numbers are shown in Fig. 4, where they are normalized
with respect to the first blade-alone frequency.

When mistuning is introduced into the system, resonance fre-
quencies corresponding to nodal diameter numbers other than 0
andN/2 split into pairs; and for a frequency range corresponding
to one family of modes allN resonance frequencies can poten-
tially be observed even under excitation by a single engine-order
harmonic. Because of this, the frequency range studied is pre-
sented in Fig. 4 by a rectangular area between two dashed hori-
zontal lines. The frequency range corresponds to a family of first
flap-wise mode and excitation by sixth engine-order harmonic is
considered while excitation loads are distributed over the blade
surface.

Illustrative Case: Mistuning Variation for Two Blades.
The behavior of the objective function in the developed optimiza-
tion search is demonstrated on a relatively simple example, which
can be visualized easily. In this example only two mistuning pa-
rameters are varied~namelyb1 andb22) and mistuning parameters
for all the other blades are not varied and are assumed to be zero
~i.e., these blades are tuned!. The objective function normalized
by its value for the perfectly tuned assembly,M(0), i.e., M̂(b)
5M(b)/M(0), is shown in Fig. 5. It is evident that the objective
function has a complex character with several local maxima.
Moreover, restrictions imposed on the mistuning variation provide
the possibility of finding the maximum response on the bound-
aries of the area of acceptable mistuning values. The points cor-
responding to sequential iterations of the optimization search are
shown in this figure by circles. Initial values for the mistuning
vectorb were close to the tuned values, where the objective func-
tion has a minimum (M̂(0)51). After nine iterations the worst
mistuning pattern was found, which for the considered case lo-
cates on the boundary of the area of acceptable mistuning, namely
it has valuesb155%, b22525%, and the other 24 parameters
are zero.

The Realistic Case: Mistuning Values for All Blades are
Varied. The increase in the maximum response levels with the
number of iterations when all 26 mistuning parameters are varied
is demonstrated in Fig. 6 where results of the optimization search

Fig. 4 Natural frequencies of a tuned bladed fan disk and the
analyzed frequency range

Fig. 5 Dependence the envelope of maximum response M on
mistuning parameter variation for two blades of the assembly

Fig. 6 Increase of the maximum amplitude with the number of
iteration for the optimization search starting from different ini-
tial configurations and for random search
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starting with six different initial values of the vector of mistuning
parameters are shown. As one can see from the figure, first itera-
tions usually give a larger increase rate for the maximum response
normalized with respect to the tuned responseM̂ than later itera-
tions. Furthermore, results of a search for the worst mistuning
with the random search~or called sometimes ‘‘statistical’’ or
Monte Carlo simulations! are displayed. In the random search, the
vector of mistuning parameters was generated randomly at each
iteration and the corresponding value ofM̂ was calculated. Com-
parison of both methods demonstrates the superiority of the opti-
mization search proposed in this paper. Due to the existence of
many local maxima of the objective functionM̂, starting the op-
timization search from different initial points can lead to different
final values for maximum response. Because of that several dif-
ferent initial patterns are used in the analysis to find the largest
local maximum. The initial mistuning patterns were generated by
a random number generator providing mistuning values within the
given mistuning range. The maximum magnification factor found
for all initial patterns is equal to 1.89 which is lower than the limit
3.05 given by the formula 1/2(11ANB) derived in Refs.@15# and
@16#.

In Fig. 7 mistuning patterns and amplitude distributions found
as a result of the optimization search are compared with their
initial counterparts for two different starting patterns. Both found
mistuning patterns give the same maximum response value of
1.89. Although maximum amplitude is located at different blades,
there is some resemblance between the amplitude distribution and
mistuning patterns when one simply rotates the obtained ampli-tude distribution relative to the bladed disk. This effect is also

found in Ref.@19# and is explained by the independence of the
maximum response to the orientation of the worst mistuning pat-
tern ~and amplitude distribution correspondingly! relative to the
bladed disk, since for blade numbering, any blade can be chosen
as the first one. In Ref.@19# using a study based on a shrouded
bladed disk with higher blade-to-blade vibration coupling, this
effect was much more evident and accurately calculated in con-
trast to the unshrouded fan bladed disk considered here.

As expected, for different initial patterns and the patterns found
as a result of optimization search, the excitation frequencies at

Fig. 7 Comparison of initial and worst mistuning patterns
„circles … and amplitude distributions „triangles … for two of the
optimization searches

Fig. 8 Initial and found worst mistuning patterns, „a…; maxi-
mum amplitude distributions corresponding to these patterns,
„b…; sensitivity coefficients, „c…; an envelope of maximum am-
plitudes calculated for the patterns, „d….

Table 1 Normalized difference between the excitation fre-
quency of maximum response and resonance frequency of a
tuned lone blade

Number
of search 1 2 3 4 5 6

Initial, % 21.96 22.87 22.21 22.61 22.49 22.51
Worst, % 22.05 23.01 22.78 22.05 22.43 22.51
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which the responses are maximum are different. The excitation
frequencies providing maximum forced response for given mis-
tuning patterns are presented in Table 1 for all six different initial
mistuning patterns and patterns found after the optimization
search. In the table the difference between the resonance frequen-
cies of maximum response and resonance frequency of a single
tuned bladeṽ is normalized with respect to first blade-alone fre-
quencyv0 using the following formula:ṽ5(vM2v0)/v0 . All
the normalized differences are negative because the disk vibration
is accounted for in the mistuning analysis. In the cases considered,
changes in the excitation frequency of maximum response are not
very large for different patterns and are located within a 1% band.
For some cases, as, for example, for the sixth optimization search,
the initial and the worst patterns provide practically indistinguish-
able excitation frequencies of maximum response.

For the worst mistuning pattern found over all used initial val-
ues maximum response levels for each of the blades, and enve-
lopes of maximum forced response function corresponding to the
initial and worst patterns, are compared in Fig. 8 with initial val-
ues. Sensitivity coefficients for maximum response levels with
respect to variation of mistuning of each blade are shown in
Fig. 8~c! for the initial pattern and the found worst mistuning
pattern. As one can see, the sensitivity coefficients are close to
zero for the worst mistuning patterns, which indicates that the
found mistuning pattern is close to a point of local maximum of
the maximum response as a function of the mistuning, since the
conventional necessary condition for the function extremum point
is ]M̂/]bj50.

In the case demonstrated here, and other worst mistuning pat-
terns found as a result of the optimization search, mistuning for
some of the blades reaches the limits imposed by restrictions on
the range of acceptable mistuning variation. It is evident that
small changes in the mistuning pattern can change many very
important vibration characteristics of the bladed assembly,
namely: ~i! distribution of amplitudes over blades of the bladed
assembly;~ii ! range of resonance amplitudes; and~iii ! maximum
response levels.

A High-Pressure Turbine Bladed Disc. The optimization
search has also been applied to the analysis of a high-pressure
turbine bladed disk shown in Fig. 9.

The bladed disk analyzed comprises 92 shrouded blades al-
though due to gaps between the shrouds they do not touch each
other during vibrations. The full bladed disk finite element model
comprises about 15 millions DOF’s and its finite single-sector
model contains 162,708 degrees of freedom~DOF’s!. The sector
model is used for determination the first 24 natural frequencies

and mode shapes of the tuned bladed-disk assembly for all their
cyclic indices~nodal diameters! that are possible for the consid-
ered assembly in the range from 0 to 46. These modes of the tuned
system are used for generating the FRF matrix of the tuned as-
sembly. The damping loss factor is set to 0.003 and excitation by
sixth engine order is considered in the analysis.

Natural frequencies of the high-pressure turbine disk normal-
ized with respect to the first blade-alone frequency are shown in
Fig. 10 for all possible nodal diameter numbers. The frequency
range in which the maximum forced response is searched is pre-
sented in Fig. 10 by a rectangular area between dashed lines. This
frequency range corresponds to a family of first predominantly
flap-wise modes, although several natural frequencies of second
family of modes are also located within the range.

As active nodes in the optimization search for the worst mis-
tuning patterns, the amplitudes at two nodes chosen at the blade
tip ~see nodes marked by letter A in Fig. 9! were calculated for
each blade, and the total number of DOF’s analyzed was thus 552.
As for the preceding case of the bladed fan disk, a choice of the
two nodes as the active nodes for each blade of the bladed turbine
disk does not reduce the accuracy of the maximum amplitude
calculations.

Results of the optimization search for the worst mistuning pat-
terns for this bladed disk are shown in Figs. 11 and 12. The in-
crease in the maximum response levels with the number of itera-
tions is shown in Fig. 11. The optimization search was started

Fig. 9 A quarter of the high-pressure turbine bladed disk ana-
lyzed „a…; and the active nodes chosen „b…

Fig. 10 Natural frequencies of a tuned bladed high-pressure
turbine disk and the analyzed frequency range

Fig. 11 Increase of the maximum amplitude with the number
of iteration for the optimization and random search
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from two different initial mistuning patterns, generated randomly,
and two curves can be seen corresponding to optimization search,
although these curves become be close after several iterations.
Mistuning parameters are varied for all 92 blades of the bladed
disk. For comparison results obtained by random search are plot-
ted also. The maximum magnification factor for the peak forced
response level for the considered bladed disks was found as a
result of the optimization search to be equal 5.02, which is sig-
nificantly higher than all values obtained in the referenced papers
and other papers known to the authors. This value is close to the
theoretical limit of 5.296 obtained using Whitehead’s formula.

Distribution of maximum amplitudes over blades of the bladed
disk for initial and the found worst mistuning patterns are shown
in Fig. 12~a!. One can see that the optimization process has ten-
dency to increase the response level for the most stressed blade. In
Fig. 12~b! the found worst mistuning patterns are presented. Some
of blades in the worst mistuning patterns have mistuning param-
eter values that are equal to limits imposed on mistuning varia-
tion, i.e.,65%. In Fig. 12~c! sensitivity coefficients for maximum
response levels with respect to variation of mistuning of each
blade are plotted for the initial and the found worst mistuning
patterns. At initial configurations, which is far from the worst, the
sensitivity coefficients of the maximum response for blades can
differ significantly. At the found worst configuration sensitivity
coefficients are close to zero which is indication that at least the
local maximum for forced response as function of mistuning pa-
rameters has been found.

On the Choice for the Number and Positions of the Active
Nodes. The proposed method and formulas derived above do
not impose restrictions on the number or positions of nodes where
modifications of mass, stiffness, and/or damping properties of the
tuned bladed disk can be applied, or where amplitudes have to be
determined. However, in practical computations, in order to take
full advantage of fast computations it is desirable to choose the
number of active nodes to be as small as possible.

The set of active nodes consists of two subsets:~i! nodes where
mistuning elements are applied;~ii ! nodes where one wants to
have maximum level of forced response calculated. These two
subsets can be partly or wholly the same although there is some
difference in criteria for their choice.

For the subset of mistuning elements when there is design or
other information about the locations where the blade properties
can differ mostly from standard ones, e.g., due to higher manu-
facturing tolerances or due to blade wear during service, the mis-
tuning elements should be placed in this location. When, as hap-
pens often in industrial practice, blade mistuning is estimated
simply by natural frequencies of individual blades and there is no
more specific data, it is appropriate to locate the mistuning ele-
ments at the nodes where blade mode shape corresponding to the
natural frequency analyzed have higher amplitudes. This allows
control of the desired natural frequency of an individual mistuned
blade efficiently, while keeping the corresponding mode shape
close enough to the initial one, and without imposing redundant
changes on mode shapes and natural frequencies of the other
modes.

Fig. 13 Comparison of results obtained with different num-
bers of active nodes: „a… increase of the maximum amplitude
with the number of iteration; „b… worst amplitude distribution;
„c… worst mistuning pattern

Fig. 12 Comparison of amplitude distributions „a…; mistuning
patterns „b…; and sensitivity coefficients for initial and the
found worst mistuning pattern „c…
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The choice of the subset of nodes where amplitudes are to be
calculated is dictated by the needs of the investigation, and in the
examples shown above these nodes were selected at locations
where amplitudes were expected to be maximum.

In order to check the influence of the choice of active nodes on
the results, the optimization search has been applied to the high-
pressure turbine bladed disk with different numbers of active
nodes. The results obtained for two and eight active nodes~with
mistuning elements applied to the all active nodes and maximum
amplitudes searched among the all active nodes! are compared in
Fig. 13. A set of two nodes marked in Fig. 9 by the letter A and a
set of eight nodes comprising nodes marked by letters A and B are
used for the comparison. The optimization search is started for
both cases from the same initial distribution of individual blade
natural frequencies. As can be seen, the results are close enough,
especially for the maximum level of forced response.

Concluding Remarks
A method has been developed to calculate for practical mis-

tuned bladed disks the mistuning patterns that provide the highest
response levels.

The method uses an optimization approach in a search for the
worst mistuning pattern and is based on the developed effective
algorithm for analytical calculation of the sensitivity coefficients
for the maximum response level in respect to blade mistuning. It
is intended for use with finite element models having a large num-
ber of degrees of freedom, which could be used only for tuned
bladed disks so far. It takes full advantage of the use of an exact
condensation method based on the Sherman-Morrison-Woodbury
formula for the finite element model.

Case studies carried out for realistic finite element models of
fan and turbine bladed disk assemblies have demonstrated the
efficiency of the proposed method for seeking the worst mistuning
patterns and the highest response levels that are possible in spe-
cific excitation conditions and design of bladed disks. The pro-
posed method is much superior to the random, ‘‘statistical’’ search
used in the past both in terms of computational expense and in
terms of response levels provided by the identified worst mistun-
ing patterns.
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Blade Count and Clocking Effects
on Three-Bladerow Interaction in
a Transonic Turbine
A computational study of the multirow interaction mechanisms has been carried out for a
one-and-a-half stage (NGV-rotor-stator) transonic turbine. In addition to measurable
subharmonic unsteadiness on the rotor blades induced by two fundamental stator passing
frequencies, a significant aperiodic (‘‘mistuned’’) circumferential variation of unsteady
forcing magnitude by about three times has been observed in the downstream stator
blades. Further parametric studies with various stator blade counts illustrate that the
circumferential variation pattern of the unsteady forcing is dictated by the NGV-stator
blade count difference, while the local stator forcing magnitude is affected by its circum-
ferential clocking position relative to the upstream NGV blades. The present work sug-
gests that the circumferential clocking together with the choice of blade count should be
considered as an aeromechanical design parameter. For cases with stator-stator (or rotor-
rotor) blade counts resulting in a tuned (or nearly tuned) unsteady forcing pattern, the
clocking position should be chosen to minimize the unsteady forcing. On the other hand,
if the choice of blade counts leads to a significant aerodynamic aperiodicity (mistuning),
the clocking-forcing analysis can be used to identify the most vulnerable blade that is
subject to the maximum forcing.
@DOI: 10.1115/1.1622711#

1 Introduction
In multistage turbines, wake disturbances~entropy/vorticity dis-

tortions! from the upstream blade row and potential disturbances
from the adjacent downstream blade row are the primary unsteady
sources for any blade rows embedded in the middle. The influence
from immediate upstream row’s trailing edge shock waves is an-
other important unsteady source for transonic turbines. For a
downstream blade row, there are more complicated interactions
among the unsteady wakes and shock waves from the immediate
upstream row, and the chopped~and hence also unsteady! wakes
and/or shocks from the relatively stationary further upstream row.
All these upstream interactions may significantly influence the
unsteady loading on the downstream blade row under consider-
ation. To minimize this unsteady blade forcing is of obvious im-
portance to blade fatigue life. Therefore understanding of blade
rows interaction mechanism and identification of controlling pa-
rameters of unsteady forcing are of general interest to aerome-
chanic designs.

Various previous researches have been conducted in the relation
to unsteady blade row interaction effects on aeromechanics and
aerothermal performance in axial turbomachines. Stator-stator
and/or rotor-rotor interactions exist when the wakes and shock
waves passing through adjacent downstream blade row have not
been completely mixed out. Capece et al.@1# reported that mul-
tiple stage interaction effects have a significant influence on the
unsteady aerodynamic forces to the first and second stage vane
rows of a three-stage compressor. In a low-speed compressor ex-
periment, Hsu and Wo@2# found an optimal clocking position
under influence of rotor-rotor interaction, which can reduce the
unsteady loading of the middle row stator by 60%. Huber et al.
@3# measured an increase of efficiency by about 0.8% in a two-
stage turbine for an optimized second stator clocking position.

Griffin et al. @4# predicted the same trend in a mid-span simulation
of the same turbine. Dorney and Sharma@5# and Cizmas and
Dorney @6# found that the minimum pressure fluctuation on the
downstream stator blade indicates an optimal clocking position of
efficiency. Similar findings were obtained by Arnone et al.@7# and
Reinmoller et al.@8#. In a two-dimensional~2D! computational
analysis of a transonic turbine stage, Hummel@9# found that in-
teractions between chopped upstream stator wakes and rotor
wakes/trailing edge shocks could generate strong nonuniformity at
different circumferential positions in the downstream absolute
frame of reference, leading to a significant potential for a stator-
stator clocking. All the previous work closely relevant to the ef-
fects of stator-stator~rotor-rotor! interaction on blade aerome-
chanics seems to point to two related issues:

i. Does the clocking affect unsteady forcing to such an extent
so that it can be used as a design parameter to control blade
forced responses?

ii. How is the clocking effect influenced by blade counts?

The second issue is of particular interest here, as it is appreci-
ated that different blade counts can lead to completely different
clocking effects as far as averaged aerothermal performances are
concerned. For a case with the same NGV and stator blade count,
one should give the maximum clocking effect on the flow loss/
efficiency. While if the difference between NGV and the stator
blade numbers is 1 for instance, the passage-averaged flow loss
will remain virtually the same, when clocked.

From the aeromechanics viewpoint, the fatigue life of a blade
row is dictated by the blade subject to the maximum forcing
~minimum damping!. Blade aeromechanic models typically as-
sume a ‘‘tuned’’ cascade/blade row, in which all blades in the row
oscillate in the same frequency with the same amplitude and a
constant blade-to-blade phase shift~interblade phase angle!. The
corresponding unsteady flow satisfies the phase-shifted periodic-
ity. Any difference from this tuned blade row model can be re-
garded as ‘‘mistuning.’’ Mistuning effects due to nonuniformity in
blade structural dynamic properties have been extensively studied
~e.g., Kielb and Kaza@10#!. However, mistuning behavior and
effects of purely aerodynamic origins have rarely been reported.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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The present work was started with a numerical study of steady
and unsteady flows for a one-and-a-half stage transonic H.P. tur-
bine under a nominal operation condition, which has been experi-
mentally studied by Miller et al.@11#. Based on the observation of
a significant, but unreported aperiodic~mistuned! flow pattern in
the downstream stator, the authors further investigated how the
NGV-stator blade count affects the blade forcing and more inter-
estingly how this effect can be linked to the clocking and the
corresponding practical implications on blade aeromechanics.

2 Methodology
In simulations of unsteady turbomachinery flows with moving

boundaries, an integral form of three-dimensional Navier-Stokes
equations written in the absolute cylindrical coordinate system is
usually used,

]

]t E E E
dV

UdV1R R
dA

@Fnx1~G2Unmg!nu1Hnr #•dA

5E E E
dV

SidV1R R
dA

@Vxnx1Vunu1Vrnr #•dA, (1)

whereU is the vector of conservative variables,F, G, andH are
inviscid flux vectors,nmg is mesh moving velocity due to blade
rotation if the mesh is attached to a rotor. The extra inviscid flux
term Unmg counts for the contribution to the fluxes due to grid
movement.Si is the inviscid source term. Full viscous stress terms
(Vx , Vu , and Vr) are adopted in the current work. The system
equations are closed by the equation of state and the mixing
length turbulence model by Baldwin and Lomax@12#.

The above governing equations are discretized in space using
the cell centered finite volume scheme, together with the blend
second-order and fourth-order artificial dissipations@13#. Tempo-
ral integration of the discretized equations is carried out using the
second order four-step explicit Runge-Kutta scheme. A time-
consistent multigrid technique@14# has been adopted to speed up
convergence procedure.

The computational domain consists of multiple passages with a
blade being at the center of each passage. The direct periodic
conditions are applied on the lower periodic boundary of the first
passage and upper boundary of the last passage. On blade and
end-wall surfaces, a log law is applied to determine the surface
shear stress and the tangential velocity is left to slip. At the inlet,
stagnation parameters and flow angles are specified. At the exit,
pitch-wise mean static pressure at each spanwise section is speci-
fied. The 1D nonreflective procedure@15# has been implemented
at both inlet and exit to shorten extension domains. On the inter-
faces of adjacent blade rows, mixing plane treatment was adapted
for steady calculations, while a direct interpolation on sliding
meshes was applied to unsteady computations.

3 Case Study on Experimental Configuration
The case concerns a one-and-a-half stage transonic turbine. The

experimental measurement was carried out by Miller et al.@11#
and Moss et al.@16#. The numerical simulation conducted here is
based on a quasi-three-dimensional section near the mid span with
the stream-tube height varying from inlet to exit to match the
experimental diffusing ducting geometry on the meridional plane.

3.1 Steady Flow. The operation condition of the steady
flow is derived from Ref.@16# and the major parameters are listed
in Table 1. The purpose of this calculation is to match the experi-
mental rotor operation condition as close as possible. 100340
computational cells in each NGV passage, 130330 cells in each
rotor passage, and 140360 cells in each stator passage were used.
Figure 1 shows the mesh distribution for the current steady calcu-
lation and the same mesh was thereafter used for unsteady
simulations.

Figure 2 shows the isentropic Mach number distribution on the
rotor blade in comparison with the experimental time-mean data.
The overall agreement is regarded as satisfactory for the purposes
of the present work, though some numerical oscillations appear at
the rear part of the suction surface.

3.2 Unsteady Flow. A validation calculation of the un-
steady flow was carried out based on the nominal operation con-
dition listed in Table 1. In all the unsteady computations, a mul-
tipassage domain was adopted with a direct periodic/repeating

Table 1 Turbine operating condition

NGV Rotor Stator

Blade number 36 60 21
Relative exit Mach number 0.95 0.98 0.86
Rotational speed 8910 rpm
Blade Reynolds number 1.56e6

Fig. 1 Computational mesh „original experimental configura-
tion …

Fig. 2 Isentropic Mach number distribution
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condition. The numbers of passages in the three blade row com-
putational domain for the original configuration were taken to be
12/20/7 to match 1/3 of the annulus. The calculated results are
compared with the experiment on two rotor surface points~sensor
S1 and P6! where unsteady experimental data are available@11#.
Sensor S1 is at about 5% axial chord length from the leading edge
on the suction surface. Sensor P6 is at about 67% axial chord
length on the pressure surface. Figure 3 shows the time traces of
static pressure on these measured points. The predicted suction
surface data~S1! agree with the experiment very well. The pres-
sure surface prediction~P6! captures the main feature of the ex-

periment data, though the amplitude is overpredicted. A significant
difference between the pressure surface and the suction surface is
that the NGV trailing-edge shock does not directly sweep across
the pressure surface. Therefore the amplitude of the pressure fluc-
tuation on the pressure surface is much smaller than that on the
suction surface near the leading edge. Note that the downstream
stator is of a different blade count compared to the NGV. But the
unsteady pressure traces at these two rotor surface points hardly
show any sign of the stator frequency, which suggests that poten-
tial effects from the downstream stator is much weaker compared
to the effects from the upstream NGV flow distortions.

Fig. 4 Spectrum of normal force on a rotor blade „normalized by the first har-
monic component, experimental condition, blade counts 12 Õ20Õ7…

Fig. 3 Pressure time histories at sensor positions S1 and P6 „S1: suction
surface 5% axial chord; P6: pressure surface 67% axial chord …
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3.2.1 Subharmonics on Rotor.In principle, when two pri-
mary harmonic disturbances with frequenciesv1 andv2 coexist,
flow responses may contain subharmonics with frequencies like
nv11mv2 or nv12mv2 , wheren and m are positive integer
numbers, due to nonlinear interactions. The embedded rotor row is
predominately affected by the upstream NGV flow distortion and
downstream stator potential disturbance. These two disturbances
at different frequencies~due to different NGV-stator blade counts!
interact with each other and generate subharmonic modes. As
shown on Fig. 4, the spectrum of the rotor blade normal force
~i.e., the force component in the direction normal to the blade
chord! indicates measurable subharmonics at frequencies ofv1
2v2 , 2v12v2 , andv113v2 . The subharmonic component at

v12v2 is about 12% of the magnitude of the primary NGV flow
disturbance, which is comparable to the experimental observation
@11#.

3.2.2 Aperiodic Flow in Downstream Stator.When the num-
ber of NGV blade is different from that of the stator, the NGV-
stator interaction will induce an aperiodic flow pattern in both
stator rows. First of all, it was noted that the aperiodic variation of
unsteady forcing magnitude on the NGV blades is very small~less
than 5%! due to very weak upstream running potential influences.
But on the other hand, the flow in the downstream stator row turns
out to be strikingly different. Figure 5 shows time histories of the
unsteady normal forces on the seven stator blades at the nominal

Fig. 5 Time histories of unsteady normal force on stator blades „experimental con-
dition, blade counts: 12 Õ20Õ7…

Fig. 6 Spectrum of normal force on stator blade 5 „normalized by the first har-
monic component, experimental condition, blade counts: 12 Õ20Õ7…
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condition~note these time traces are vertically shifted for clarity!.
One can easily see that the unsteady flow around the stator blades
is markedly aperiodic or mistuned. There is neither a constant
magnitude, nor a constant phase shift. The maximum magnitude
of the unsteady force~blade 2! is about three times of the mini-
mum one~blade 7!.

Before discussing the stator aperiodicity further, the authors
would make a comment regarding the frequency of the unsteadi-
ness. Figure 6 shows the spectrum of the normal blade force on
one of these stator blades. It is clear that only the unsteadiness at
the rotor blade passing frequency and its higher-order harmonics
have been detected. All the present computational results consis-
tently show that the interference between the rotor row and NGV-
stator interaction does not introduce any other temporal distur-
bances with frequencies other than that of the rotor blade-passing
one. The NGV wakes are chopped by the rotor blades, and are
seen by the stator as unsteady disturbances. But the frequency
remains to be the rotor passing frequency. Hence the term ‘‘mis-
tuning’’ or ‘‘mistuned’’ should be used with this frequency char-
acteristic in mind. This is in contrast to a ‘‘tuned’’ blade row
situation, where unsteady forcing on each blade has the same
amplitude but with a constant blade-to-blade phase shift.

Also it should be pointed out that although the unsteady stator
loading is largely different from blade to blade in terms of both
phase and amplitude, the time averaged blade loading values are
very similar~with a blade-blade variation of less than 5%!. This is
in line with relatively small influences on averaged aerothermal
performances due to stator-stator interactions, as commonly
observed.

4 Case Study With Variable Blade Counts
With the strikingly large aperiodic unsteady forcing pattern ob-

served in the downstream stator row, one would naturally ask
about corresponding mechanisms and controlling parameters if
any. A number of computations were thus conducted with differ-
ent NGV-stator blade counts and clocking positions. All the cases
studied have the same number of blades in the NGV and rotor
rows as in the original experimental configuration, i.e., 12 NGV
blades and 20 rotor blades. Only the stator blade count was
changed over a range from 7 to 14, as listed in Table 2. When
changing the stator blade count, the dimensions of the stator
blades were scaled accordingly to keep the same solidity in order
to achieve the same steady loading coefficients on the blade sur-
face as the original one. Therefore the overall loading of the stator
row was kept the same as the original configuration. Meanwhile,
the gap between the rotor and the stator was kept the same for all
the cases, so the time-averaged loading on the rotor remained
roughly the same when the downstream stator blade count was
changed.

4.1 Rotor Unsteady Loading. A general observation re-
garding the rotor unsteady forcing is that the magnitudes of sub-
harmonics can be changed considerably depending upon the stator
blade count and rotor-stator gap distance. Nevertheless, in all
cases studied, all rotor blades consistently exhibit unsteady load-
ing with the same amplitude and a constant phase shift, indicating
the phase-shifted periodicity. The time histories of unsteady nor-
mal forces on different rotor blades of case 3~blade count ratio
12/20/11! is shown on Fig. 7. Each blade is subject to two primary

disturbances and the sub-harmonics. Thus the time traces do not
appear simply periodic in time. However, a detailed examination
confirms that the phase-shifted periodicity exists among the rotor
blades. This implies that even under induced subharmonic inter-
actions, as discussed in Sec. 3.2.1, each harmonic component still
can be directly traced back to the two primary disturbances, i.e.,
those from the upstream flow distortions and the downstream sta-
tor potential waves, respectively. Hence the rotor blades under
consideration are still aerodynamically tuned. Therefore regard-
less of NGV-stator blade counts, periodically unsteady results
~computational or experimental! in onesingle rotor blade passage
would be sufficient for reconstructing the unsteady flow field for
the whole rotor annulus.

4.2 Stator Unsteady Loading. The computational results
suggest the NGV-stator blade counts have a key influence on the
aperiodic unsteady forcing of the downstream stator row. Figure 8
shows the distributions of peak-to-peak unsteady normal force
magnitudes~normalized by the time-averaged normal force on the
stator blade! for five different NGV-stator blade counts.

First for the case with an equal NGV-stator blade count~12/20/
12!, the unsteady forcing magnitude is constant for all blades in
the stator row. Hence the stator is tuned for this configuration. All
the other cases exhibit clearly a mistuned unsteady forcing on the
stator blades. The circumferential variation of the unsteady load-
ing magnitude corresponds to exactly the NGV-stator interference
mode with its circumferential wavelength dictated by the blade
count difference. If the NGV-stator blade count difference is one,
the wavelength covers the whole circumference. The wavelength
is a half of a circumference when the blade-count difference is 2.
Alternatively, the aperiodic patterns can be directly linked to the
corresponding clocking positions, as the same local clocking po-
sition will repeatNd times, whereNd is the difference of blade
numbers between the NGV and the stator.

It is also noted from Fig. 8 that a NGV-stator interaction with a
longer interference wavelength seems to generate a larger forcing
magnitude difference among the stator blades. As we can see, the
maximum normal force magnitude of case 3~blade count 12/20/
11! is higher than case 2~blade count 12/20/10!. The same trend
can be found between case 5~blade count 12/20/13! and case 6
~blade count 12/20/14!. Furthermore, for the same interference
wavelength, the case with a smaller number of stator blades tends
to have a smaller aperiodic forcing variation. For instance, case 3
~blade counts 12/20/11! and case 5~blade counts 12/20/13! both
have a count difference of 1 and thus the same NGV-stator inter-
ference wavelength. But the circumferential aperiodic forcing
variation in case 3 is considerably smaller than that in case 5. This
might be attributed to the number of NGV wakes ‘‘seen’’ by a
stator passage. In case 3, the stator pitch is larger than that of the
NGV. Hence each stator passage sees either 1 or 2 NGV wakes.
But in the case 5, each stator passage would see either 1 NGV
wake or nothing at all. The latter one with a smaller stator pitch
~case 5! seems to be subject to a bigger difference in the NGV
wake effect on the blade forcing.

4.3 Link Between Clocking and Forcing. Given the sig-
nificant aperiodic forcing distributions in the stator blades for un-
equal NGV-stator blade counts, it is interesting to explore the
correlation between the stator forcing magnitude and the NGV-
stator clocking. The clocking is defined by the relative circumfer-
ential position at blade leading edge~see Fig. 11!:

ustator2uNGV . (2)

Unsteady normal force magnitudes of all the stator blades for
the cases with different blade counts are plotted against each
blade’s local clocking position, as shown in Fig. 9. Although the
results for different blade count cases are different quantitatively,
there is a clear overall trend of the unsteady force magnitudes in
relation to the clocking. Regardless of blade counts, the maximum
forcing appears when a stator blade is clocked in a region of

Table 2 Number of passages used in calculations

Case index NGV Rotor Stator

1 ~nominal! 12 20 7
2 12 20 10
3 12 20 11
4 12 20 12
5 12 20 13
6 12 20 14
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0.2–0.5 NGV blade pitch relative to its corresponding NGV
blade. And the minimum forcing happens when a stator blade is
clocked to around 0.8 NGV pitch.

Also plotted in Fig. 9 is that of the equal NGV-stator blade
count~12/20/12!. In this case, the local clocking positions are the
same for all the blades. The forcing dependence on clocking was
generated by several separate calculations at specified clocking
positions. We can see that the result of the equal NGV-stator count
case follows the same trend as others with unequal NGV-stator
blade counts.

A further confirmation of the clocking-forcing correlation is
provided by the results for case 3~blade counts 12/20/11! when
the stator row is clocked to four different clocking positions~0,
1/11, 2/11, and 3/11 NGV pitch!. Figure 10 shows the stator force
magnitudes versus the clocking positions from the four calcula-
tions. All the points from the calculations collapse to one single
curve, meaning that the aperiodic unsteady forcing is solely
caused and determined by the local clocking position for a given
blade configuration.

For both situations with equal and unequal blade counts, a com-

Fig. 7 Time histories of normal force on rotor blades „Blade counts: 12 Õ20Õ11…

Fig. 8 Unsteady normal force magnitudes of the stator row for five different
blade counts
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mon feature seems to emerge. Unsteady forcing can be linked to
the clocking position, either inherently determined by an aperiodic
flow distribution or artificially determined by clocking the stator.
The effectiveness of the clocking on the forcing can be explained
in a simple and fundamental manner as follows.

As illustrated in the sketch on Fig. 11, NGV wakes are chopped
and turned by rotor blades. A chopped NGV wake will be seen as
an unsteady disturbance by the downstream stator at the rotor
passing frequency. So the stator blades are effectively subject to
two separately primary sources of periodic disturbances at the

same frequency. As a result, the phasing between the two distur-
bances can either enhance or suppress each other. The kinematical
relation between a NGV wake and a rotor blade that chops the
wake tells us that the instantaneousphase angle of the chopped
NGV wakeis given by

u rotor2uNGV , (3)

where u rotor is the instantaneouscircumferential position of the
rotor. On the other hand if we look at a stator blade subject to the

Fig. 9 Unsteady normal force magnitudes variation with local clocking position

Fig. 10 Unsteady normal force magnitude on stator blades at different clocking positions of
blade 1 „blade counts: 12 Õ20Õ11…
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moving wake~and/or trailing edge shock waves! from this rotor
blade, thenthe phase angle of the rotor unsteadiness seen in that
stator bladeis given by

u rotor2ustator. (4)

The above two phase angles given by Eqs.~3! and ~4! simply
mean that the instantaneous rotor blade position~movement! dic-
tates the events. It then must follow that the relative phasing be-
tween the chopped NGV wake and the rotor unsteadiness~moving
wake and/or shock wave! is given by the difference of the two
phase angles, i.e.,

uNGV2ustator. (5)

In other words, the above proves that the phasing between un-
steady chopped NGV wakes and unsteady rotor wakes~and/or
shock waves! is solely determined by the stationary NGV-stator
clocking position. It should be emphasized that the above argu-
ment is purely based on a generic kinematics of a single blade in
each row and does not involve blade count.

It is noted that some possible phasing mechanisms have been
discussed in detail by Hummel@9#, which might lead to a more
specific determination of the clocking positions with the maxi-
mum and minimum forcing. Here we may get some indication of
the NGV wake paths in the stator by looking at the time-averaged
entropy contours. For the case with an equal NGV-stator blade

Fig. 11 Sketch showing NGV wake-rotor wake interference „both phases
of chopped NGV and rotor wakes seen by stator are determined by instan-
taneous rotor phase u rotor …

Fig. 12 Time averaged entropy contours at different clocking positions „stator
L.E. relative to NGV L.E. … „equal NGV stator blade count: 12 Õ20Õ12…; „a… clocking
at 0.2 NGV pitch, near maximum forcing, „b… clocking at 0.8 NGV pitch, near
minimum forcing.
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count, the time-averaged flow is the same for all stator passages.
The results for the two clocking positions roughly corresponding
to the maximum and the minimum forcing magnitudes are shown
in Fig. 12. The stator blade subject to the maximum forcing is
located in a position where a time averaged NGV wake passes
through the pressure side stator surfaces~Fig. 12~a!!. The mini-
mum unsteady forcing appears at the position where a NGV wake
passes over the suction side of the stator blades~Fig. 12~b!!.

It should be cautioned that the exact clocking positions corre-
sponding to the forcing extrema may well depend on blading de-
sign and the intra row gap. This is because that the clocking at
which the chopped NGV wake and the rotor unsteadiness enhance
~or cancel! each other will be largely dependent on the propaga-
tion of the rotor unsteadiness. For a transonic turbine, it should be
noted that downstream propagation of rotor wakes is determined
by the convection following the relative flow direction, while the
pressure waves associated with the rotor trailing edge shock wave
will propagate to downstream in completely different directions.
As such, a stator blade at a different rotor-stator gap should sense
a different phasing between the rotor wake and shock distur-
bances. Given that the phase of the rotor unsteadiness seen by the
stator changes with the rotor-stator gap for different configura-
tions, the NGV-rotor phasing effect should also be dependent on
the rotor-stator gap.

On practical relevance and implications, the present results in-
dicate that clocking together with blade counts should be relevant
to aeromechanical design consideration. In terms of controlling
unsteady blade forcing, stator-stator~or rotor-rotor! blade counts
should be chosen as such that all blades in a row are aerodynami-
cally tuned or nearly so. Then the designer may select the opti-
mum clocking position~Fig. 12~b! for the present cases! to have a
minimum forcing. If the choice of blade counts is such that a
significantly aperiodic~mistuned! forcing pattern is unavoidable,
the clocking-forcing analysis may be carried out to identify the
most vulnerable blade subject to the maximum forcing. The clear
identification of the least safe blade is very useful as it may be
used as a basis for a circumferentially preferential damping treat-
ment. The understanding of this aerodynamic mistuning may be
utilized in combination with selective structural mistuning to op-
timize aeromechanical designs.

5 Concluding Remarks
The present work was started with a study of unsteady flow for

a one-and-a-half stage transonic turbine with comparison to the
experimental data. The effort was then focused on examining the
NGV-stator blade count effect in junction with clocking-forcing
correlation. The following conclusions might be drawn:

Rotor: Subharmonic effects on the rotor blade row, as observed
in the experiment, have been identified. Although the magnitudes
of the rotor subharmonic components are influenced by the NGV-
stator interactions, a clearly defined phase-shifted periodicity is
found to be valid for rotor blades in all cases studied.

Downstream stator: A significant aperiodic~mistuned! unsteady
forcing variation by as much as three times in magnitude has been
observed in the stator row for the experimental configuration. The
circumferential variation pattern of the unsteady forcing magni-
tude corresponds exactly to the NGV-stator interference mode,
dictated by the blade count difference. The relative phasing be-
tween chopped NGV wakes and rotor unsteadiness is shown to be
solely determined by the NGV-stator clocking position for any
given blade configurations.

The outcomes of the present work suggest that a careful choice
of NGV-stator blade counts together with selective clocking dur-
ing design can serve to control the maximum stator blade forced

response. For a given design, if the stator-stator~rotor-rotor! blade
counts lead to a significantly aperiodic forcing variation, the
clocking-forcing analysis should be used to identify the aerome-
chanically most vulnerable blade, which is under the maximum
forcing.
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Nomenclature

dA 5 mesh cell face area
dV 5 mesh cell volume

F, G, H 5 inviscid flux vector
Fn 5 force component in the direction normal to blade

chord
nx , nu , nr 5 unit normal vectors of cell face

U 5 conservative variable vector
Vx , Vu , Vr 5 viscous terms

v 5 angular frequency
u 5 circumferential position
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Fluid Dynamics of a Pre-Swirl
Rotor-Stator System
In a ‘‘direct-transfer’’ pre-swirl supply system, cooling air flows axially across the wheel-
space from stationary pre-swirl nozzles to receiver holes located at a similar radius in the
rotating turbine disc. This paper describes a combined computational and experimental
study of the fluid dynamics of such a system. Measurements of total and static pressures
have been made using a purpose-built rotor-stator rig, with 24 pre-swirl nozzles on the
stator and 60 receiver holes in the rotor. The number of pre-swirl nozzles could be
reduced, and it was possible to calculateCD, the discharge coefficient of the receiver
holes. Information on the flowfield was also obtained from three-dimensional, incompress-
ible steady turbulent flow computations. The measurements showed that there was a
significant loss of total pressure between the outlet from the pre-swirl nozzles and the
rotating core of fluid in the wheel-space. This loss increased as the pre-swirl flow-rate and
inlet swirl ratio increased, and as the number of nozzles decreased.CD increased as the
swirl ratio at the receiver hole radius approached unity; alsoCD decreased as the number
of nozzles decreased. Computed pressures and tangential velocities were in mainly good
agreement with the measurements. The computations help to explain the reasons for the
significant losses in total pressure and for the relatively low values ofCD in this pre-swirl
system. @DOI: 10.1115/1.1578502#

Keywords: Pre-Swirl, Rotor-Stator Systems, Fluid Dynamics, Discharge Coefficients

Introduction
The air used for internal cooling of turbine blades in engines is

supplied through receiver holes near the periphery of the rotating
turbine disc. The air is delivered across the wheelspace from ‘‘pre-
swirl’’ nozzles, in the stator, angled to impart swirl to the air in the
direction of rotation, thus reducing the relative temperature of the
air entering the receiver holes. Fluid dynamics parameters of in-
terest to the designer include theeffectivepre-swirl ratio, the loss
of total pressure in the system and the discharge coefficients.

In some engines, as illustrated in Fig. 1~a!, the pre-swirl
nozzles are located at a low radius on the stator, and the cooling
air flows radially outward to the receiver holes through the rotat-
ing cavity between the disc and a rotating cover-plate attached to
it. The flow in cover-plate systems has been studied computation-
ally by Popp et al.@1# and both experimentally and computation-
ally by Karabay et al.@2,3#. Popp et al. studied the geometric
factors affecting the collection of the pre-swirl air at the base of
the cover-plate, and made comparisons with system efficiencies
measured by Meierhofer and Franklin@4#. Karabay et al. found
that, at the high cooling air flow rates expected in engines, free-
vortex flow occurs in the rotating cavity between the cover-plate
and the disk; the adiabatic effectiveness of the system is then
amenable to simplified theoretical analysis. The most important
parameters affecting the flow structure were found to be the inlet
pre-swirl ratio,bp5Vf,p /Vr p ~the ratio of the tangential compo-
nent of velocity of the pre-swirl air to the speed of the rotating
disk at the same radius! and the turbulent flow parameter,lT

5CW,p Ref
20.8, where CW,p is the nondimensional flow rate of

the pre-swirl air and Ref is the rotational Reynolds number for
the disk.

Karabay et al.@2,3# found that the ‘‘effective’’ pre-swirl ratio,
bp,eff , for the radial outflow at the base of the cavity~at radius a
close to that of the nozzles! was less thanbp . The difference is
caused by mixing losses, which in cover-plate systems occur

mainly as the inlet flow is turned radially as it enters the cavity.
Karabay et al. found that the ratiobp,eff /bp reduces asbp in-
creases, and the free-vortex flow in the cover-plate cavity could
then be represented by

Vf

Vr
5bp,effS xP

x D 2

5bpS bp,eff

bp
D S xp

x D 2

(1)

An alternative ‘‘direct-transfer’’ pre-swirl arrangement is used
in other engines, as shown in Fig. 1~b!. In this system the station-
ary pre-swirl nozzles are located at a higher radius, compared with
cover-plate systems, and the pre-swirl air is confined, by the seals,
to a compact rotor-stator chamber in the outer part of the wheel-
space. The flow and heat transfer in a model pre-swirl rotor-stator
system was studied by Wilson et al.@5#, who found that the pre-
swirl flow mixed fully with a superposed radial outflow of disk-
cooling air before entering the receiver holes. Dittman et al.@6#
measured discharge coefficients for both the pre-swirl nozzles and
the receiver holes in a direct transfer pre-swirl rig. Greater losses
in total pressures are expected for direct transfer systems com-
pared with the free-vortex flow found in cover-plate systems, due
to strong mixing between the pre-swirl flow and the recirculating
rotor-stator flow in the chamber. Earlier research into direct trans-
fer systems, and rotor-stator systems in general, is described by
Owen and Rogers@7#.

This paper describes a combined experimental and computa-
tional study of the fluid dynamics of the idealized pre-swirl rotor-
stator chamber shown schematically in Fig. 2. The results are used
to describe the flow structure in the chamber and the effects of the
parametersbp andlT,p , andN, the number of pre-swirl nozzles.
Discharge coefficients for the rotating receiver holes are also pre-
sented and discussed.

Designers are also interested in the total temperature of the
cooling air that enters the turbine blade-cooling passages, and this
will be affected by heat transfer from the turbine disk to the air.
Heat transfer in the system considered here will be discussed in a
future publication.

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The
Netherlands, June 3–6, 2002. Manuscript received by the IGTI November 14, 2001;
revised manuscript received January 25, 2003. Paper No. 2002-GT-30415. Review
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Experimental Apparatus
A rotor-stator rig, purpose-built for both flow and heat transfer

studies, was used for the measurements. The geometry, which was
based on information obtained for existing engine designs, is il-
lustrated schematically in Fig. 2.

The disc radius wasb5216 mm, and the principal dimensions
gave the inner-to-outer radius ratio (a/b) as 0.67 and the gap ratio
(s/b) as 0.051. The rotating disc was made from transparent poly-
carbonate, for the subsequent application of optical heat transfer
measurements using liquid crystal techniques. There were 24 cir-
cular pre-swirl nozzles, angled atu520° to the tangential direc-
tion, in the stator, and 60 axial receiver holes in the rotor; the
receiver holes were square-edged with a length-to-diameter ratio
of 1.25. The radial location of the nozzles, for whichxp5r p /b
50.74, was less than the centreline radius of the holes atxb
5r b /b50.93~Fig. 2!. The number of pre-swirl nozzles, N, could
be reduced fromN524 to 12 by blocking every other nozzle, and
this allowed higher inlet swirl ratios to be tested for the preswirl
flow rates available. The ratio of the area of the receiver holes to
that of the nozzles (AR /AN) was 2.9 forN524 and 5.8 forN
512. The inlet swirl ratio,bp , was calculated from:

bp5
C

N S CW,p

Ref
D5

C

N
lT,pRef

20.2 (2)

where

C5
4b3cosu

pd2rp (3)

The outer shroud was in two sections, one attached to the stator
and the other to the rotor; the inner shroud was stationary. A
stationary annular chamber was fitted around the periphery of the
system, and this chamber could be pressurized~by an external
flow rate,ṁe) to control the seal flow rate,ṁs , through the pe-
ripheral seals. The value ofṁs was determined from calibration
tests of the seal assembly.

The rig could be rotated at speeds giving rotational Reynolds
numbers Ref ~based on the disc radius! up to around 1.23106. It
was possible to control independentlyṁp , mb , andṁs , the pre-
swirl, blade-cooling and sealing flow rates, respectively~see Fig.
2!, and the mass flow rates were measured using British Standard
orifice plates. Tests were carried out for sealing flow ratesCw,s
of zero andCw,s /Cw,b'0.1; only results for the former are
included here.

A total-temperature probe and pitot-tube located in the outlet
from the nozzles, together with a static-pressure tap between the
nozzles, were used to measure the total and static temperature and
the velocity of the inlet flow.~Equation~2!, rather than the mea-
sured inlet velocity, was used to calculatebp .) Static pressure
taps were located at nine radial stations in the stator, and nine
pitot-tubes were located at the same radii on the mid-axial plane
(z/s50.5) in the wheel-space. This enabled the measurement of
the radial distribution ofp, the static pressure, po, the total pres-
sure, andVf,` , the tangential velocity of the air in the core out-
side the boundary layers. As the blade-cooling air discharged di-
rectly into the atmosphere, it was also possible to calculateCD ,
the discharge coefficient of the receiver holes.

It should be noted that the above measurements were made at
only one angular location. However, the pitot-tubes in the mid-
axial plane were subject to a rotating core of fluid, which would
tend to average-out any circumferential variation in total pressure.

Fig. 1 „a… A cover-plate pre-swirl system „reproduced from
†1‡…; „b… a direct-transfer pre-swirl system „reproduced from †5‡…

Fig. 2 Schematic diagram of the rotor-stator experimental rig
„not to scale …
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The parameter range tested in the experiments was

0.773106,Ref,1.23106

0.63104,Cw,p,2.83104

~giving 0.12,lT,p5CW,p Ref
20.8,0.4!.

0.5,bp,3.

Owen and Rogers@7# have shown that the flow structure de-
pends principally onbp andlT and only weakly on Ref , and this
result has been confirmed by Karabay et al.@2,3# for cover-plate
pre-swirl systems. Hence, although the values of Ref used here
are lower than those~typically around 107) found in gas turbines,
the flow structures are considered to be representative of those
found in the cooling systems of engines.

It was not possible to varybp , Cw,p , Ref , and N indepen-
dently ~see Eq.~2!!; for bp<1, 24 nozzles were used, while tests
with bp.1.5 were carried out using the 12-nozzle configuration.
~Tests were carried out forbp'1 for both 12 and 24 nozzles;
however, in these cases there was also a factor of two difference
in flow rate.!

Computational Model
Computations were carried out using a 3-D incompressible flow

model, with one discrete pre-swirl nozzle on the stator and cyclic-
symmetry boundary conditions applied at the tangential faces of
the domain. Computations were carried out only forN524 ~i.e. a
15 deg segment!.

The structured cylindrical-polar mesh used is illustrated in Fig.
3. To permit steady-state computations, an annular outlet was used
on the rotor that matched the centreline radius,r b , and total flow
area of the receiver holes. The Reynolds-averaged Navier-Stokes
equations were solved in primitive-variable form using the finite-
volume method, hybrid differencing and the SIMPLEC pressure-
correction scheme. The low-Reynolds-number Launder-Sharma
@8# k-« turbulence model was used; this model has been used
successfully in previous pre-swirl research where both flow and
heat transfer is to be considered~see, for example, Pilbrow et al.
@9#!. Grid distribution tests showed that a 1403211340 ~axial
3radial3tangential! grid was required. Near wall grid points sat-
isfied the conditiony1,1, and a convergence condition that total
absolute residuals be less than 1024 when normalized by inlet
mass flux and tangential velocity values was used.

Boundary conditions for the axial and tangential velocity com-
ponents were prescribed for the angled flow at the inlet~which
was square but having the same area as the circular nozzles in the
rig!, using the flow rates recorded in the experiments. The radial
velocity component at inlet was zero. The angular velocity of the
disc was also set to match the measured disc speed. At the annular
outlet boundary on the rotating disc, a uniform normal velocity
component based on measured flow rates was imposed to ensure
continuity, and tangential velocities were computed from a zero
normal derivative condition.~At the seal clearances, see Fig. 2, a
linear variation in angular velocity between rotating and stationary
components was used for the zero sealing flow cases.!

Results

Computed Flow Structure. Figures 4~a! and 4~b! show com-
puted vector velocity fields, for Ref50.783106, lT,p50.236, and
bp50.96, for the flow in two planes: one through the middle of
the pre-swirl inlet nozzle~Fig. 4~a!!, and the other midway be-
tween nozzles~Fig. 4~b!!. Figure 4~a! shows that the axial flow of
pre-swirl air impinges on the rotor and flows outward over the
rotating disk; the disk boundary layer supplies the blade-cooling
flow leaving the system at the annular outlet atx50.93. Figure
4~b! shows very similar characteristics except at low radius in the
region of the axial pre-swirl flow; in this plane, midway between
the inlet nozzles, the flow close to the stator at aroundx50.74
~the nozzle radius! is affected by entrainment into the pre-swirl

flow. There is mixing between the pre-swirl flow, the recirculating
flow inward of the nozzles and the radially inward flow on the
stator; this reduces the effective pre-swirl ratio. Forz/s.0.5 ap-
prox., the velocity fields in the two planes are very similar, indi-
cating that the discrete-inlet flows have merged. Under the influ-
ence of the rotating disk, the flow becomes very nearly
axisymmetric prior to turning radially to form the disk boundary
layer.

Comparison Between Computations and Measurements.
Figure 5~a! shows measured and computed stator-surface (z/s
50) static pressures for three cases at Ref'0.83106, with bp
50.52 ~for which lT,p50.127) andbp50.96 (lT,p50.236),
both for N524, andbp51.86 (lT,p50.229) for N512. ~The
computations shown for the latter case are forN524 at the same
flow conditions; reliable solutions forN512 were not obtained

Fig. 3 140Ã211Ã40 computational grid— „a… 140Ã211 axial
Ãradial grid „b… 211Ã40 radial Ãtangential grid
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due to increased gridding requirements.! Corresponding total pres-
sures at the axial midplane (z/s50.5) are shown in Fig. 5~b!. The
computed static pressures are the values obtained midway be-
tween inlet nozzles; the reference pressure for these incompress-
ible flow results was chosen arbitrarily as the measured static
pressure atx50.9. There is reasonably good agreement between
computed and measured values radially outward of the pre-swirl
nozzles; inward of this location, the static pressure field is affected
by the three-dimensional flow around the discrete nozzles.~Mea-
surements were made on a radial line through the nozzle mid-
plane.!

The midplane total pressure results, shown in Fig. 5~b!, are
relative to the total pressure measured at the pre-swirl nozzle out-
let. There are three noteworthy points:~i! owing to mixing losses,
there is a significant drop in total pressure near the inlet~where
p0,̀ ,p0,p); ~ii ! except at the smaller or larger radii,p0,̀ is ap-
proximately constant, which is consistent with free-vortex flow;
~iii ! at the larger radii, the increase inp0,̀ is associated with work
done on the air by the rotating disk and shroud. The tangentially
averaged computations generally show less variation withx than
the data.

Figure 6 shows measured distributions ofb`(5Vf,` /Vr ) at
z/s50.5, obtained from the total and static pressure measure-

ments, and computational results for the three inlet pre-swirl ratio
cases discussed in the foregoing~the values ofbp are indicated on
the figure! at Ref'0.83106. Figure 6 also shows measured re-
sults for similar values ofbp obtained at a higher rotational Rey-
nolds number, Ref'1.183106, with the flow rateCw adjusted
so thatlT,p remained approximately constant for similar values
of bp . The measured results show that, as expected, there is
no significant effect of Ref on the radial distribution ofb`
for the lower values ofbp , and only a small effect on the
magnitude ofb` .

Not surprisingly, the results forb` in Fig. 6 are consistent with
those for p0,̀ in Fig. 5~b!. ~i! The mixing losses near the inlet
mean thatb`,bp at x5xp such thatbp,eff,bp ; ~ii ! except at the
smaller or larger radii,b` decreases asx increases: this is consis-
tent with free-vortex flow in which p0,̀ is constant;~iii ! at the
larger radii,b` increases asx increases as a consequence of work
input from the rotating disk and shroud.~The tangential velocity
at the boundary atz/s50.5, x51, in the computed results is less
than that of the disc, as this point lies within the small clearance
between the rotating and stationary sections of the shroud.!

Fig. 4 Computed velocity vectors in two tangential planes for
RefÄ0.78Ã106, lT,pÄ0.236 and bpÄ0.96—„a… inlet nozzle mid-
plane, „b… midway between nozzles

Fig. 5 Measured and computed radial variation of pressure,
RefÄ0.78Ã106—„a… static pressure at stator surface, „b… total
pressure at axial midplane „zÕsÄ0.5… measured computed „N
Ä24… h lT,pÄ0.127, bpÉ0.52, NÄ24 n lT,pÄ0.236, bp
É0.96, NÄ24 d lT,pÄ0.229, bpÉ1.86, NÄ12 " " " "
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The tangentially averaged computed values ofb` for bp
50.52 in Fig. 6 show similar behavior to the measurements. The
computed level ofb` is in reasonable agreement with the data for
x,0.9, however the increase inb` in the outer part of the system
is overpredicted. The computational results are in good agreement
with the data forbp50.96 outward of the nozzle radius,xp
50.74. Forbp51.86, the computed distribution is qualitatively
correct but the level ofb` is underpredicted.~As described in the
foregoing, this computation was carried out for N524, while the
measurements correspond toN512.) The local minimum inb`
seen in the computed results at x'0.74 occurs in the region just
outward of the pre-swirl flow, where there is strong shear and
entrainment into the jet flow~as illustrated in Fig. 4!. For all the
computed results, circumferential variations from the tangentially
averaged behavior shown in Fig. 6 were very small except around
the nozzle radiusxp50.74, where peak values ofb` for bp
51.86 were up to around 50% higher than the average values. No
measurements were made ofb` at z/s50.5 atx5xp .

The discharge coefficients for the receiver holes are expected to
be affected by conditions nearx5xb (xb50.93), and Fig. 7 shows
the measured variation ofb`,b ~i.e. atb` at x5xb), with bp for
N512 andN524; the measurements were made over a range
of values of Ref and lT,p . The distributions are approximately
linear:

N512~0.9,bp,2.9!: b`,b'0.110.28bp (4a)

N524~0.5,bp,1.5!: b`,b'0.110.34bp (4b)

Referring to Eq.~2!, it should be remembered thatbp depends
strongly onlT,p and N and only weakly on Ref . For a given
value of bp , lT,p doubles whenN is increased from 12 to 24.
Figure 7 shows that, for a given value ofbp , b`,b decreases asN
decreases. Larger numbers of nozzles and larger values of flow
rate are expected to reduce the mixing losses, but it is not possible
here to differentiate between the effects ofN andlT,p .

Measured Discharge Coefficients

Definition of CD for Receiver Holes. CD is defined here as

CD5
ṁb

ṁi
(5)

where ṁb is the measured mass flow rate through the receiver
holes andṁi is the isentropic value.

Consider the isentropic flow in a stream tube from station 1 to
station 2 in a rotating fluid. The work doneby the air, Ẇ12, is
given by

2
Ẇ12

ṁi
5V~r 2Vf,22r 1Vf,1!5cp~T0,22T0,1! (6)

whereT0 , the total temperature in astationaryframe of reference,
is

cpT05cpT1
1

2
U2 (7)

T being the static temperature andU the magnitude of the velocity
in a stationary frame.

It is convenient to locate station 1 in the rotating core of fluid
and station 2 at the outlet of the receiver holes, such thatr 2
5r b . It can be shown from Eq.~6! that, for isentropic flow of a
perfect gas,

ṁi

A2
5r0,1S p2

p0,1
D 1/gH S 2g

g21D p0,1

r0,1
F12S p2

p0,1
D g21/gG

12V~r 2Vf,22r 1Vf,1!2Vf,2
2 J 1/2

(8)

For the case whereVf,15Vf,250, Eq. ~8! reduces to the stan-
dard result for flow through a stationary nozzle. Whenr 15r 2 , Eq.
~8! is equivalent to the result used by those authors~see, for ex-
ample Dittmann et al.@6#! who baseCD on relative total pressure
rather than theabsolutevalue used here. It should be emphasised
that the use of relative pressures isonly valid if r 15r 2 , which
may not be true in all cases. It can also be shown that, for
any value of Vf,1 , ṁi will have a maximum value when
Vf,25Vr 2 .

Measurement of CD. It should be noted that, owing to an
error in processing the experimental data, the versions of Figs.
8~a! and 8~b! presented in the conference paper GT-2002-30415
are incorrect. The corrected versions of these figures are presented
here, and the following text has been modified accordingly.

In the results discussed here,p0,1 and Vf,1 were respectively
taken as the total pressure and tangential component of velocity

Fig. 6 Effect of bp and lT,p on measured and computed varia-
tion of b` „zÕsÄ0.5… measured computed „NÄ24… „RefÉ0.78
Ã106, 1.2Ã106

… „RefÄ0.78Ã106
… h, s lT,pÉ0.127, bpÉ0.52,

NÄ24 n, ¿ lT,pÉ0.236, bpÉ0.96, NÄ24 d, Ã lT,p
É0.229, bpÉ1.86, NÄ12 " " " "

Fig. 7 Measured variation of b`,b with bp „ Eq. „4a…,
Eq. „4b……
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measured by the pitot tube atr 5r b . Also, Vf,2 was assumed to be
equal toVr b ~the rotational speed of the receiver holes!, andp2
was taken as the atmospheric pressure.

In measurements ofCD in rotating disks, experimenters usually
assume, explicitly or implicitly, that the swirling air achieves
solid-body rotation at exit from the receiver holes, as is assumed
here. If the length-to-diameter ratio of the receiver holes is suffi-
ciently large then this assumption will be valid; in the rig used
here, the length-to-diameter ratio is 1.25 and so the assumption is
questionable. As noted in the foregoing,ṁi calculated from Eq.
~8! will be a maximum whenVf,25Vr 2 . That is, the assumption
that Vf,25Vr 2 will produce a lower bound for the true value
of CD ; an upper bound could be found by settingVf,25Vf,1 in
Eq. ~8!.

It is expected thatCD will be a maximum when the air near the
receiver holes is in synchronous rotation with the disk, i.e., when
b`,b51; the air will then enter the holes with minimum shear. It
is also expected that higher values ofCD will occur the more
uniform is the distribution of flow between the receiver holes. As
the numberN of inlet pre-swirl nozzles is reduced~hence as the
ratio AR /AN increases!, the distribution of the discrete inlet flows
to the receiver holes is likely to become less uniform, and values
of CD would be expected to decrease.

Figures 8~a! and~b! respectively, show the variation ofCD with
lT,p and withb`,b . Figure 8~a! shows thatCD increases aslT,p
increases and, for any value oflT,p , CD is larger forN512 than
for N524. It should be remembered that, for a given value of
lT,p , bp increases asN decreases: the effects ofN and bp are
therefore coupled in the experiments.

Figure 8~b! shows that, as expected,CD increases asb`,b in-

creases; also, for a given value ofb`,b , CD decreases asN de-
creases. Linear extrapolation~which may not be appropriate! to
b`,b51 suggests thatCD'0.7 for N512 (AR /AN55.8), and
CD'0.9 for N524 (AR /AN52.9). These values are consistent
with the results of Popp et al.@1#, who also found thatCD de-
creases asAR /AN increases. Their maximum values ofCD , at
b`,b51, were 0.53 and 0.8 forAR /AN57 and 2, respectively.

Dittman et al.@6# found that, for a given number of nozzles
(N511 or 12!, CD increased as the number of receiver holes
increased~from 4 to 24!, which is consistent with the ‘‘unifor-
mity’’ argument. They also showed that, as expected, radiusing the
inlet of the receiver holes increasedCD . It is difficult to make
quantitative comparisons with their measurements, as they based
their values ofCD on predicted rather than measured values of
pressure in the core.

Conclusions
Measurements and three-dimensional steady computations have

been carried out for the fluid dynamics of a compact pre-swirl
rotor-stator chamber, simulating part of the blade-cooling air sup-
ply system used in some gas-turbine engines. The effects of rota-
tional speed, flow rate, pre-swirl ratio and number of pre-swirl
nozzles on the flow field and on the total pressure losses in the
system were investigated.

Turbulent flow computations, carried out using a simplified 3-D
steady model of the system, gave results for total pressure and
tangential velocity which were in mostly good agreement with
measurements in the outer part of the system~including the radial
location of the receiver holes!. It was shown that, owing to mixing
losses, there is a significant drop in total pressure between the
pre-swirl nozzles and the core of rotating fluid. Consequently, the
measured and computed values of swirl ratio,b` ~outside the
boundary layers on the disc surfaces!, were significantly lower
than the inlet pre-swirl ratio,bp . Measurements showed that, at
the radiusr b of the receiver holes in the rotating disk,b`,b in-
creased linearly with increasingbp , and the ratio was higher for
N524 pre-swirl nozzles than forN512; it should be noted that,
for the same value ofbp , the flow rate forN524 is double that
for N512. Discharge-coefficients,CD , were measured assuming
solid-body rotation for the flow inside the receiver holes. As ex-
pected,CD increased asb`,b increased. For a given value of
b`,b , CD decreased asN decreased.
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Nomenclature

A 5 area
a 5 inner radius of cavity
b 5 outer radius of cavity
c 5 constant for calculation ofbp
C 5 constant~in Eq. ~3!!

CD 5 discharge coefficient of receiver holes
cp , cv 5 specific heat at constant pressure and constant

volume, respectively
Cw 5 nondimensional mass flow rate (5ṁmb)

d 5 pre-swirl nozzle diameter
G 5 gap ratio (5s/b)
k 5 turbulence kinetic energy

ṁ 5 mass flow rate
N 5 no. of pre-swirl nozzles
p 5 static pressure

p0 5 total pressure in stationary frame
r, f, z 5 radial, tangential, and axial coordinates

Ref 5 rotational Reynolds no. (5rVb2/m)

Fig. 8 Measured variation of CD with „a… lT,p , „b… b`,b
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s 5 axial spacing between rotor and stator
T 5 temperature
U 5 total velocity in stationary frame

Ut 5 friction velocity (5Atw /r)
Vr ,Vf ,Vz 5 time-averaged radial, circumferential,

axial components of velocity in stationary frame
Ẇ 5 work done by fluid
x 5 nondimensional radius (5r /b)

y, y1 5 distance normal to wall, nondimensional distance
(5ryUt /m)

b 5 swirl ratio (5Vf /Vr )
bp 5 pre-swirl ratio (5Vf,p /Vr p)

« 5 turbulent energy dissipation rate
g 5 ratio of specific heats (5cp /cv)

lT 5 turbulent flow parameter (5Cw /Ref
0.8)

u 5 angle of pre-swirl nozzle to tangential direction
m 5 dynamic viscosity
r 5 density
t 5 shear stress

V 5 angular speed of disk

Subscripts

b 5 blade-cooling air, receiver hole radius
e 5 external air

eff 5 effective value
i 5 isentropic value

N 5 nozzles
o 5 total value in stationary frame of reference

p 5 pre-swirl air
R 5 receiver holes
s 5 sealing air
t 5 total value in rotating frame of reference

` 5 value in core outside boundary layers
1, 2 5 upstream, downstream stations in stream tube

References
@1# Popp, O., Zimmerman, H., and Kutz, J., 1998, ‘‘CFD Analysis of Cover-Plate

Receiver Flow,’’ ASME J. Turbomach.,120, pp. 43–49.
@2# Karabay, H., Chen, J. X., Pilbrow, R., Wilson, M., and Owen, J. M., 1999,

‘‘Flow in a ‘‘Cover-Plate’’ Pre-Swirl Rotor-Stator System,’’ ASME J. Turbo-
mach.,121, pp. 160–166.

@3# Karabay, H., Wilson, M., and Owen, J. M., 2001, ‘‘Predictions of Effect of
Swirl on Flow and Heat Transfer in a Rotating Cavity,’’ Int. J. Heat Fluid Flow,
22~2!, pp. 143–155.

@4# Meierhofer, B., and Franklin, C. J., 1981, ‘‘An Investigation of a Pre-swirled
Cooling Airflow to a Gas Turbine Disk by Measuring the Air Temperature in
the Rotating Channels,’’ ASME Paper 81-GT-132.

@5# Wilson, M., Pilbrow, R., and Owen, J. M., 1997, ‘‘Flow and Heat Transfer in
a Pre-Swirl Rotor-Stator System,’’ ASME J. Turbomach.,119, pp. 364–373.

@6# Dittmann, M., Geis, T., Schramm, V., Kim, S., and Wittig S., 2001, ‘‘Discharge
Coefficients of a Pre-Swirl System in Secondary Air Systems,’’ ASME Paper
2001-GT-122.

@7# Owen, J. M., and Rogers, R. H., 1989,Flow and Heat Transfer in Rotating
Disc Systems: Vol. 1, Rotor-Stator Systems, Research Studies Press, Taunton,
UK and John Wiley, NY.

@8# Launder, B. E., and Sharma, B. I., 1974, ‘‘Application of the Energy-
Dissipation Model of Turbulence to Flow Near a Spinning Disc,’’ Lett. Heat
Mass Transfer,1, pp. 131–138.

@9# Pilbrow, R., Karabay, H., Wilson, M., and Owen, J. M., 1999, ‘‘Heat Transfer
in a ‘‘Cover-Plate’’ Pre-Swirl Rotating-Disc System,’’ ASME J. Turbomach.,
121, pp. 249–256.

Journal of Turbomachinery OCTOBER 2003, Vol. 125 Õ 647

Downloaded 31 May 2010 to 171.66.16.27. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Jae Su Kwak1

Je-Chin Han
e-mail: jchan@mengr.tamu.edu

Turbine Heat Transfer Laboratory,
Department of Mechanical Engineering,

Texas A&M University,
College Station, TX 77843-3123

Heat Transfer Coefficients and
Film Cooling Effectiveness on the
Squealer Tip of a Gas Turbine
Blade
Experimental investigations were performed to measure the detailed heat transfer coeffi-
cients and film cooling effectiveness on the squealer tip of a gas turbine blade in a
five-bladed linear cascade. The blade was a two-dimensional model of a first stage gas
turbine rotor blade with a profile of theGE-E3 aircraft gas turbine engine rotor blade.
The test blade had a squealer (recessed) tip with a 4.22% recess. The blade model was
equipped with a single row of film cooling holes on the pressure side near the tip region
and the tip surface along the camber line. Hue detection based transient liquid crystals
technique was used to measure heat transfer coefficients and film cooling effectiveness.
All measurements were done for the three tip gap clearances of 1.0%, 1.5%, and 2.5% of
blade span at the two blowing ratios of 1.0 and 2.0. The Reynolds number based on
cascade exit velocity and axial chord length was 1.13106 and the total turning angle of
the blade was 97.9 deg. The overall pressure ratio was 1.2 and the inlet and exit Mach
numbers were 0.25 and 0.59, respectively. The turbulence intensity level at the cascade
inlet was 9.7%. Results showed that the overall heat transfer coefficients increased with
increasing tip gap clearance, but decreased with increasing blowing ratio. However, the
overall film cooling effectiveness increased with increasing blowing ratio. Results also
showed that the overall film cooling effectiveness increased but heat transfer coefficients
decreased for the squealer tip when compared to the plane tip at the same tip gap
clearance and blowing ratio conditions.@DOI: 10.1115/1.1622712#

Introduction
In modern gas turbine engines, inlet temperatures have begun to

exceed the allowable temperature of turbine component materials,
thus creating a need for turbine components to be cooled properly
in order to maintain the desired performance. Among the turbine
components, the blade tip is one of the most critical regions be-
cause of the high heat load caused by hot leakage flow through the
tip gap. For the unshrouded blade, there is a gap between the
blade tip and shroud, and flow leaks through the gap due to the
pressure difference between the blade’s pressure side and suction
side. This hot leakage flow is the major cause of blade tip failures.
Because of the complex flow field and heat transfer distribution,
sophisticated cooling technology must be applied to cool the blade
tip.

Figure 1 shows typical cooling methods for the modern gas
turbine blade. Inside the blade, impingement cooling, pin-fin cool-
ing, and rib turbulated cooling are employed to remove heat from
blade’s interior. Outside the blade, film cooling, which is a com-
mon method for cooling the external surface of blades, is applied
by ejecting cooler air from the internal cooling passage through
discrete holes. The cooler air provides a protective film on the
surface and prevents the blade surface from being exposed to the
hot gas. Due to the decreased film-to-wall temperature difference,
heat transfer rates can be reduced substantially. Detailed turbine
cooling methods are described by Han et al.@1#.

To reduce the leakage flow and heat transfer coefficient on the

tip, the blades of modern gas turbines are typically grooved chord-
wise. The groove acts as a labyrinth seal to increase flow resis-
tance and thus reduces leakage flow and heat transfer coefficient
on the tip. It is therefore very important to know the distribution
of the heat transfer coefficient and film cooling effectiveness on
the squealer tip of film cooled blade.

In the open literature, there is limited information on the flow
field and heat transfer of a grooved blade tip. Metzger et al.@2#
and Chyu et al.@3# investigated heat transfer in a rectangular
grooved tip model. Their work included the effect of the depth-
to-width ratio and the tip gap to width ratio of a cavity with both
moving and standing shrouds over the stationary grooved tip
model. The result showed that the local heat transfer coefficient
upstream of the grooved cavity was greatly reduced compared to a
rectangular plane tip model, while the coefficient downstream of
the grooved cavity was enhanced because of the flow reattach-
ment at that region. They concluded that there was an optimum
value of depth-to-width ratio for a given pressure difference
across the gap. Heyes et al.@4# studied tip leakage flow on plane
and squealer tips in a linear cascade and concluded that the use of
a squealer tip, especially a suction side squealer tip, was more
beneficial than a flat tip. Yang and Diller@5# studied local heat
coefficients on a turbine blade tip model with a recessed cavity
~squealer tip! in a stationary linear cascade. Based on the mea-
surement at a single point on the cavity floor, they reported that
the convection coefficients were insensitive to the tip gap height.
Ameri et al. @6# computed the flow and heat transfer on the
squealer tip of a GE-E3 first stage gas turbine blade. They ob-
served higher heat transfer in the bottom of the cavity compared
to the plane tip. The heat transfer on the pressure side rim was
comparable to the plane tip case but was higher on the suction
side rim. They concluded that the large heat transfer in the bottom
of the cavity was due to flow impingement containing hot gas.
Dunn and Haldeman@7# measured time averaged heat flux at a
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search Institute, Daejeon, Korea.
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recessed blade tip for a full-scale rotating turbine stage at tran-
sonic vane exit conditions. They found that the Nusselt number on
the suction side lip and on the floor of the recess near the leading
edge of the blade was higher than that of the blade stagnation
value. Azad et al.@8,9# studied the flow and heat transfer on the
first stage blade tip gap of an aircraft engine turbine (GE-E3).
They presented the effects of tip gap clearance and free-stream
turbulence intensity level on the detailed heat transfer coefficient
distributions for both plane and squealer tips under engine repre-
sentative flow conditions. They used transient liquid crystals tech-
nique and found that the overall heat transfer coefficients on the
squealer tip were lower than those on the plane tip. Azad et al.
@10# also studied the effect of squealer geometry arrangement on
gas turbine blade tip heat transfer. They found that a blade tip with
the suction side squealer was more effective to reduce heat trans-
fer than that with pressure side squealer.

Some literature for the plane tip case is also available in the
open domain. Mayle and Metzger@11# used a two-dimensional
~2D! rectangular tip model with and without rotating shroud to
find the rotating effect on blade tip heat transfer. They noted that
the rotating effect could be neglected in order to access the blade
tip heat transfer over the entire range of parameters considered in
the study. Metzger et al.@12# measured local heat flux using heat
flux sensors in a rotating turbine rig with two different tip gaps.
Bunker et al.@13# used a hue detection based liquid crystals tech-
nique to investigate the detailed heat transfer coefficient distribu-
tion on the blade tip surface. Their result was obtained at three
different tip gap sizes and two free-stream turbulence levels with
sharp or rounded edges. Bunker and Bailey@14# studied the effect
of squealer cavity depth and oxidation on turbine blade tip heat
transfer. Teng et al.@15# measured the heat transfer coefficients
and static pressure distributions of a turbine blade tip region in a
large-scale low-speed wind tunnel facility using a transient liquid
crystals technique. They concluded that a major leakage flow ex-
isted in the mid-chord region, and the unsteady wake augmented
the Nusselt number at a large tip gap~3%!, while the effect of the
unsteady wake disappeared with decreasing tip gap clearance.

Some researchers conducted numerical approaches to investi-
gate blade tip heat transfer. Ameri and Steinthorsson@16,17# pre-
dicted heat transfer on the tip of the SSME~Space Shuttle Main
Engine! rotor blade. Ameri et al.@18# also predicted the effects of
tip gap clearance and casing recess on heat transfer and stage
efficiency for several squealer blade tip geometries. Ameri and
Bunker @19# performed a computational study to investigate the
detailed heat transfer distributions on blade tip surfaces for a large
power generation turbine and compared the result with the experi-
mental data of Bunker et al.@13#. Ameri and Rigby@20# also
calculated heat transfer and film cooling effectiveness on film

cooled turbine blade models. Ameri@21# predicted heat transfer
and flow on the blade tip of a gas turbine equipped with a mean-
camber line strip.

There are limited experimental data on the blade tip film cool-
ing. Kim et al.@22# and Kim and Metzger@23# used a 2D rectan-
gular tip model to simulate leakage flow. A transient liquid crys-
tals technique was used to investigate heat transfer coefficients
and film cooling effectiveness with various film cooling configu-
rations. In the authors’ knowledge, however, there is no literature
for a squealer tip film cooling test available, and this study might
be the first experimental data for the squealer tip film cooling test.

The present study applied a hue detection based transient liquid
crystals technique to obtain the heat-transfer coefficient and film
cooling effectiveness distributions on the squealer tip, and the
results were compared with the plane tip case~Kwak and Han
@24#!. A five-bladed linear cascade was used as a test section and
the blade profile was that of the first stage rotor blade of a modern
aircraft gas turbine engine (GE-E3). The experiments were per-
formed for the tip clearances of 1.0%, 1.5%, and 2.5% of blade
span with the averaged blowing ratios of 1.0 and 2.0.

Experimental Setup
Figure 2 shows the schematic of the test facility. The test sec-

tion consisted of a stationary blow-down facility with a five-
bladed linear cascade. The definition of blade tip and shroud are
also shown in the upper side of Fig. 3. Compressed air stored in
the tanks entered a high flow pneumatic control valve that was
designed to receive feedback from the downstream pressure to

Fig. 1 Schematic of a modern gas turbine blade with common cooling techniques

Fig. 2 Schematic of blow down facility
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maintain a velocity within63% of the desired value. The inlet of
the test section was 31.1 cm wide and 12.2 cm high, and its top,
bottom, and sides were made of 1.27-cm-thick polycarbonate
plates for the pressure measurement test. In the heat transfer test,
however, the top plate was replaced with a 1.27-cm-thick clear
acrylic plate for better optical access to the blade tip. Two adjust-
able trailing edge tailboards were used to provide identical flow
conditions through the two passages adjacent to the center blade.
For the heated coolant air case, the coolant air was bypassed until
the desired temperature was achieved. Once the temperature
reached the desired value, the heated coolant air was diverted to
the test blade by a three-way solenoid valve. A turbulence-
generating grid of 57% porosity was placed 26.7 cm upstream of
the center blade. The turbulence intensity was measured 6 cm
upstream of the center blade with a TSI IFA-100 unit. In this test,
the turbulence intensity at that location was 9.7%. The turbulence
length scale was estimated to be 1.5 cm, which is slightly larger
than the grid size. The tip gaps used for this study were 1.31, 1.97,
and 3.29 mm, which correspond to about 1.0%, 1.5%, and 2.5% of
the blade span~12.2 cm!. Hard gaskets of desired thickness were
placed on top of the side walls, the trailing edge tailboard, and two
outer guide blades to create tip gaps of desired height.

During the blow-down test, the cascade inlet air velocity and
exit velocity were 85 and 199 m/s, respectively. The Reynolds
number based on axial chord length and exit velocity was 1.1
3106. Azad et al.@8,9# described the detailed flow conditions,
including the flow periodicity in cascade and the pressure distri-
bution along the blade.

The blades were made of aluminum and finished with electrical
discharge machining~EDM! machine. The blade had a 12.2-cm
span and an 8.61-cm axial chord length, which are three times the
dimensions of a GE-E3 blade tip profile. Each blade had a con-
stant cross section for the entire span as shown in the lower side
of Fig. 3. Figure 4 shows the film cooling measurement blade. The
lower portion of the blade was made of aluminum with two holes
for supplying coolant air and one hole for a cartridge heater. The
upper portion consisted of an inner aluminum rim with a cavity
and an outer shell made of a polycarbonate with low thermal

conductivity. A cartridge heater was inserted into the blade to heat
the aluminum core and, consequently, to heat the outer polycar-
bonate shell. Thirteen film cooling holes were instrumented on
both the blade tip and the pressure side, respectively. Tip holes
were located along the camber line while the pressure side holes
were located 0.444 cm below the squealer tip surface at an angle
of 30 deg with respect to the blade pressure surface. Each hole
had a diameter~d! of 0.127 cm, and the distance between each
hole was 0.635 cm (5d). Figure 5 shows the geometry of the film
cooling holes on the pressure side and the tip of blade.

The experiments were conducted for two different blowing ra-
tios ~M! of 1.0 and 2.0. Because the actual velocity of leakage
flow and coolant air could vary with the location and the flow rate
of the coolant, blowing ratio was defined asM5rcVc /rmVavg.
Here, Vc and Vavg are the averaged coolant air velocity and the
averaged velocity of cascade inlet and exit velocity while,rm and
rc are the densities of mainstream and coolant air, respectively.
Two separate tests were required in order to obtain both heat
transfer coefficients and film cooling effectiveness. In the first test,
unheated cooling air was injected and the coolant-to-mainstream
density ratio was around 0.99. In the second test, heated cooing air
was injected and the coolant-to-mainstream density ratio was
around 0.92. It is noted that the coolant-to-mainstream density

Fig. 3 Definition of blade tip and shroud

Fig. 4 Film-cooling measurement blade

Fig. 5 Geometry of film-cooling holes
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ratio could be varied around 1.5–2.5 for the typical film cooled
blades in real gas turbine engines. The effect of coolant-to-
mainstream density ratio on heat transfer coefficients and film
cooling effectiveness is not considered in this study.

Pressure Measurement and Results
To investigate the pressure distribution on the tip with film

cooling, a total of 46 pressure taps were equipped on the shroud
surface. Pressure was measured with the Scanivalve system with
Labview software. The pressure side film cooling holes were cov-
ered with duct tape, and coolant was injected through the tip holes
only.

Figure 6 shows the pressure distribution on the shroud surface
for the injection from tip holes only. Figures 6~a!–~c! present the
pressure distribution for the squealer tip, and Fig. 6~d! shows the
plane tip without injection. The black curves indicate the blade tip
location under the shroud. HighPt /P indicates low static pressure
~high velocity! while low Pt /P corresponds to high static pressure
~low velocity!.

Comparing the squealer tip cases~Figs. 6~a!–~c!! with the
plane tip case~Fig. 6~d!, Kwak and Han@24#!, results show that
the overallPt /P of the plane tip case is much higher than that of
the squealer tip cases. This indicates that leakage flow is signifi-
cantly reduced by the squealer tip. The maximumPt /P location
also moves from near the suction side at about 35% of chord for
the plane tip case to near the camber line at about 20% of chord
for the squealer tip cases. Thus the path of leakage flow is shifted
towards the leading edge, and this may result in a higher heat
transfer coefficient in the cavity near the leading edge.

Results also show that overallPt /P decreases slightly as blow-
ing ratio increases. The possible reason for this trend is that leak-
age flow may be blocked by the film injection. Coolant injected
into the narrow tip gap can work as flow resistance, and thus
reduce leakage flow. As blowing ratio increased fromM50
to M52, Pt /P decreased by about 7% at the maximumPt /P
region.

Heat Transfer Measurement Theory
Hue detection based transient liquid crystals technique was

used to measure heat transfer and film cooling effectiveness on the
blade tip. The local heat transfer coefficient over a liquid crystals
coated surface without film injection can be obtained using a one-
dimensional semi-infinite solid assumption for the test surface.
The 1D transient conduction equation, the initial condition, and
the convective boundary condition are

k
]2T

]x2
5rcp

]T

]t
, (1)

at t50, T5Ti , (2)

at x50, 2k
]T

]X
5h~Tw2Tm!; as x→`, T5Ti . (3)

The solution of above equations at the convective boundary sur-
face (x50) is the following:

Tw2Ti

Tm2Ti
512expS h2at

k2 D erfcS hAat

k D . (4)

By knowing the initial temperature (Ti) of the test surface, the
mainstream temperature (Tm) at the cascade inlet and the color
change temperature (Tw) at time t, the local heat transfer coeffi-
cient ~h! can be calculated from Eq.~4!. For the film cooling test,
the mainstream temperature (Tm) in Eq. ~4! is replaced by the
local film temperature (Tf), which is a mixture of the coolant
(Tc) and mainstream temperature (Tm). The film temperature is
defined in terms of the film cooling effectivenessh,

h5
Tf2Tm

Tc2Tm
or Tf5hTc1~12h!Tm . (5)

Then, Eqs.~4! and ~5! can be combined as follows:

Tw2Ti

Tf2Ti
5

Tw2Ti

hTc1~12h!Tm2Ti
5F12expS h2at

k2 D erfcS hAat

k D G .

(6)

Two similar transient tests were run to obtain the heat transfer
coefficient~h! and film cooling effectiveness~h!. In the first test,
the surface of the test model was heated while the coolant was
not. In the second test, both surface and coolant air were heated.
Because both mainstream and coolant air temperature changed
with time, the gradual change of the temperatures was recorded on
the chart recorder. In this study, the temperature of the mainstream
at the cascade inlet varied from 20 °C to 24 °C. The temperature
of the cooling air varied from 20 °C to 22 °C for the unheated and
from 40 °C to 50 °C for the heated coolant case, respectively. The
varying temperatures were represented as a series of time step
changes (t i ,i 51,2 . . .N). Using Duhamel’s superposition theo-
rem ~Ekkad et al.@25#!, Eq. ~6! can be written as follows:

Tw12Ti15$h~Tc1,02Tm1,0!1Tm1,02Ti1%FS hAat1

k D
1(

i 51

n F $h~DTc1,i2DTm1,i !1DTm1,i%

3FS hAa~ t12t i !

k D G , (7)

Fig. 6 Pressure distribution on the shroud surface for C
Ä1.5% and injection from tip hole only case
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Tw22Ti25$h~Tc2,02Tm2,0!1Tm2,02Ti2%FS hAat2

k D
1(

i 51

n F $h~DTc2,i2DTm2,i !1DTm2,i%

3FS hAa~ t22t i !

k D G (8)

whereF(x)512exp(x2)erfc(x). DTm andDTc are step changes in
the mainstream and coolant air temperatures, respectively. Sub-
scripts 1 and 2 indicate separate tests.

Equations~7! and ~8! were solved iteratively at each pixel to
obtain the detailed heat transfer coefficient and film effectiveness
distributions.

The experimental uncertainty was calculated by the Kline and
McClintock method@26#. The uncertainty for the local heat trans-
fer coefficient and film cooling effectiveness was estimated to be
8% and 10%, respectively. However, the uncertainty near the
squealer tip edge and film-hole edge might be much greater than
10% due to the 2D/3D heat conduction effect. The uncertainty
near the blade-tip trailing edge cavity region also might be higher
than 10% due to the longer color change time~25 sec!. The re-
searchers must be cautious in applying the present 1D transient
film-cooled blade tip model for measuring local heat transfer co-
efficients. Since the blade tip is exposed to both internal and ex-
ternal convection, the thickness of the blade-tip model should be
sufficient, in order to not violate the transient 1D semi-infinite
assumption. The estimated mid-plane temperature of the present
0.64-cm thickness blade-tip model, near the leading edge cavity
with the highest heat transfer coefficient, could be deviated from
the initial temperature~at 60 °C! by 0.2 °C only. However, the
estimated mid-plane temperature of the blade-tip model, near the
trailing edge cavity with the lowest heat transfer coefficient, could
be lower than the initial temperature~at 50 °C! by 5 °C due to
both internal and external convection effects during the 25-sec
transient time. It is imperative that a thicker blade-tip model with
a less number of film cooling holes should be used in order to
reduce the potential internal cooling effects and the 2D/3D con-
duction effects due to the holes. It is also desirable to have a
uniform initial temperature of the blade-tip model to reduce axial
temperature gradients that develop during the transient periods.
Overall, the present 1D transient semi-infinite model is acceptable
except near the trailing edge cavity region.

Heat-Transfer Measurement and Results
Two different liquid crystals were used in this study. The 20 °C

bandwidth liquid crystals~R34C20W, Hallcrest! was used to mea-
sure the initial temperature of the tip surface, and the 5 °C band-
width liquid crystals~R30C5W, Hallcrest! was used to measure
the color changing time.

Calibration was performed to find the hue versus temperature
relation. A foil heater was placed at the bottom of a 0.635-cm-
thick copper plate. Above the copper plate, a 0.32-cm-thick black
polycarbonate plate was attached with high conductivity glue. Be-
cause the color display of liquid crystals depends on the back-
ground color, the same black polycarbonate material was used for
the calibration and for the blade tips heat-transfer tests. Input volt-
age to the foil heater was set properly in order to increase the
surface temperature by 0.6 °C, and enough time was allowed for
the temperature to be steady at each temperature step. The surface
temperature was read by a thermocouple that was attached at the
surface of the black polycarbonate plate and the color of the liquid
crystals was recorded to a computer. At each temperature step, the
hue was calculated from the stored image, and the relationship
between hue and temperature was obtained. Figure 7~a! shows the
results of the calibration for both liquid crystals.

Before the transient test, the 20 °C bandwidth liquid crystals
was sprayed uniformly on the blade tip, and the blade tip was
heated for about two hours. After the surface temperature reached
the desired temperature~about 60 °C!, the color of the liquid
crystals on the tip surface was recorded by a RGB color charge-
coupled device~CCD! camera with 24-bit color frame grabber
board. From every pixel of the stored image, hue was calculated
using the single hexcone color model~Foley et al.@27#!, and the
initial temperature of the blade tip was determined using the cali-
brated hue versus temperature relation. Figure 7~b! shows the dis-
tribution of the initial temperature for theC51.5% case.

After the initial temperature measurement on the blade tip, the
20 °C bandwidth liquid crystals was removed and the 5 °C band-
width liquid crystals was sprayed on. The blade tip was heated for
about two hours until the reference temperatures became the same
as those of the initial temperature measurement test. Reference
temperatures were measured by two thermocouples located at the
blade trailing edge surface and inside the cavity to ensure the
same temperature conditions for the initial temperature measure-
ment and the transient tests. After temperatures reached the de-
sired value, the compressed air was allowed to flow by turning on
the flow controller. When the mainstream velocity reached the
preset value, the color change of the liquid crystals was recorded
at the speed of 30 frames per second. The test duration time was
short enough~10–30 sec! to make a semi-infinite solid assump-
tion. From every pixel at each stored image, hue was evaluated
and used to calculate the time from the initial condition~about
40–60 °C, depending on location! to a given hue value~50!,
which corresponded to the temperature of 30.6 °C in this test. Two
similar tests were done with different coolant air temperatures.
Then, the local heat-transfer coefficient and film cooling effective-
ness on every pixel were calculated using Eqs.~7! and ~8!.

Heat Transfer Coefficient Results for Coolant Injection
From Tip Holes Only. Figure 8 shows the heat transfer coeffi-
cient distribution for the coolant injection from tip holes only. Due
to the shadow of the squealer rim, data near the leading edge
cavity could not be acquired. The plane tip result~Fig. 8~d!! is
presented for comparison. Detailed results of the plane tip heat
transfer with film cooling are discussed by Kwak and Han@24#.
Compared to the plane tip case~Fig. 8~d!!, the squealer tip cases
~Figs. 8~a!–~c!! show a much lower heat-transfer coefficient. The
maximum heat transfer region also moves from 30–40% of chord

Fig. 7 „a… Relation between hue and temperature for both liq-
uid crystals „b… Initial temperature distribution for CÄ1.5%

652 Õ Vol. 125, OCTOBER 2003 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.27. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



~plane tip case! to the leading edge portion of the cavity~squealer
tip cases!. These trends correspond to the pressure distribution
shown in Fig. 6.

The heat transfer coefficient in the cavity decreases as blowing
ratio increases. However, the heat transfer coefficient on the
squealer rim does not change much with changing blowing ratios.
These also agree with the pressure distribution shown in Fig. 6. In
the pressure distribution~Fig. 6!, the maximumPt /P near the
leading edge decreases as the blowing ratio increases. However,
the Pt /P at the pressure and suction side squealer rims does not
change much as the blowing ratio changes. The overall heat trans-
fer coefficient decreases by 7% as the blowing ratio increases
from M50 to M52.

For the squealer tip cases, heat transfer coefficients on the suc-
tion side rim near 10–20% of chord and the pressure side rim near
10–40% of chord show relatively high values. Generally, heat
transfer coefficients on the rim are higher than those in the cavity
except near the leading edge. The distribution of heat transfer
coefficients in the cavity shows the highest value near the leading
edge portion due to reattachment of the leakage flow. Relatively
high heat transfer coefficients appear near the suction side cavity
also due to reattachment of the leakage flow. However, heat trans-
fer coefficients near the pressure side cavity show lower values. It
seems that after leakage flow reattaches to the cavity surface, flow
moves from the suction side to the pressure side of the cavity and
forms a recirculation region near the pressure side of the cavity as
illustrated in Fig. 9. Figure 9 presents the conceptual view of flow
in the cavity. If the width of the cavity is relatively small, leakage
flow may not go into the cavity, and recirculation may occur in the
cavity as shown in Fig. 9~a!. Therefore heat transfer near the
trailing edge of the cavity is minimal due to the recirculation as
shown in Fig. 9~a!. However, if the width of cavity is relatively

large, leakage flow may reattach to the suction side rim or the
cavity surface and form a recirculation region near the pressure
side of the cavity as shown in Fig. 9~b!. This may happen near the

Fig. 10 Heat transfer coefficient for CÄ1.5% and coolant in-
jection from both tip and pressure side holes

Fig. 8 Heat transfer coefficient for CÄ1.5% and coolant injec-
tion from tip holes only

Fig. 9 Conceptual view of flow in the cavity, „a… cavity closer
to the trailing edge, „b… cavity closer to the leading edge
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leading edge of the cavity. Due to the recirculation in the cavity,
heat transfer coefficients near the pressure side of the cavity may
be lower than on the suction side.

Effects of Pressure Side Injection. Figure 10 presents the
heat transfer coefficient distribution forC51.5% and coolant in-
jection from both tip and pressure side holes. The plane tip result
~Fig. 10~c!, Kwak and Han@24#! is presented for comparison.
Compared to the plane tip case~Fig. 10~c!!, heat transfer coeffi-
cients for the squealer tip cases~Figs. 10~a! and ~b!! show lower
values.

For the squealer tip cases, compared to the injection from tip
holes only, overall heat transfer coefficient decreases by about 5%.
This may be caused by the additional blockage effect of the pres-
sure side injection.

At M51, a high heat transfer coefficient is observed on the
suction side rim near 20–40% of chord. AtM52, however, the
heat transfer coefficient on the suction side rim decreases, while
the heat transfer coefficient on the pressure side rim near 10–50%
of chord increases. The overall heat transfer coefficient decreases
by 9% as blowing ratio increases fromM51 to M52.

Figures 11~a! and ~b! show the averaged heat transfer coeffi-
cient for the coolant injection from tip holes only and the coolant
injection from both tip and pressure side holes, respectively. The
local heat transfer coefficients on the pressure side rim, suction
side rim, and cavity are averaged at a givenx/Cx location. In both
cases, the averaged heat transfer coefficient in the cavity continu-
ously decreases asx/Cx increases. Generally, the heat transfer
coefficient on the squealer rim is higher than that on the cavity.

Compared with the injection from tip holes only~Fig. 11~a!!,
the injection from both tip and pressure side holes~Fig. 11~b!!
shows a slightly smaller value of the overall averaged heat trans-
fer coefficient for each blowing ratio. This may be caused by the
additional blockage effect of the pressure side injection.

Effects of Tip Gap Clearance. Figures 11~b! and 12~a! and
~b! present the averaged heat transfer coefficient forC51.5%,
C51.0%, andC52.5%, respectively. All cases have injection
from both tip and pressure side holes.

All cases show a decreasing trend of the averaged heat transfer
coefficient in the cavity asx/Cx increases. For all tip gap clear-
ance cases, the overall averaged heat transfer coefficient slightly
decreases as blowing ratio increases. The overall averaged heat
transfer coefficient slightly increases as tip gap clearance in-
creases for each blowing ratio.

As blowing ratio increases, the heat transfer coefficient on the
suction side rim generally decreases, while the heat transfer coef-
ficient on the pressure side rim generally increases. This may be
caused by the pressure side injection. As blowing ratio increases,
pressure side injected coolant may mix with leakage flow and
enhance heat transfer on the pressure side rim. Because of differ-
ent interactions between leakage flow and injected coolant for
each tip gap, the effects of film cooling on heat transfer coefficient
distributions appear differently.

Film Cooling Effectiveness Results
Film cooling effectiveness was calculated simultaneously with

the heat transfer coefficient from Eqs.~7! and~8! for three tip gap
clearances with two different blowing ratios.

Film Cooling Effectiveness Results for Coolant Injection
From Tip Holes Only. Figure 13 presents the film cooling ef-
fectiveness distribution forC51.5% and coolant injection from
tip holes only. Again, the plane tip result~Fig. 13~c!! is presented
for comparison. Detailed results of the film cooling effectiveness
on the plane tip are discussed by Kwak and Han@24#. Compared
with the plane tip case~Fig. 13~c!!, the squealer tip cases~Figs.
13~a! and ~b!! show a much higher film cooling effectiveness.

The squealer tip cases show high film cooling effectiveness
between the camber line and the pressure side rim. As reattached

leakage flow recirculates in the cavity as described in Fig. 9, the
coolant injected from the tip holes may be pushed towards the
pressure side and accumulate there. Thus high film cooling effec-
tiveness can be observed between the camber line and the pressure
side, while film cooling effectiveness near the cavity suction side
is very low. On the suction side rim, higher film cooling effective-
ness appears near the trailing edge, as accumulated coolant exits
near the trailing edge of the cavity. As blowing ratio increases,
film cooling effectiveness and the film covered area also increase.

Effects of Pressure Side Injection. Figure 14 shows the
film cooling effectiveness distribution forC51.5% and coolant
injection from both tip and pressure side holes. The plane tip
result ~Fig. 14~c!, Kwak and Han@24#! is presented for com-
parison. Compared with the plane tip case~Fig. 14~c!!, the
squealer tip cases~Figs. 14~a! and~b!! show a higher film cooling
effectiveness.

For the squealer tip cases, film cooling effectiveness and the

Fig. 11 Averaged heat transfer coefficient for CÄ1.5% and „a…
coolant injection from tip holes only „b… coolant injection from
both tip and pressure side holes
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film-covered area increase as blowing ratio increases. For theM
51 case~Fig. 14~a!!, film cooling effectiveness on the pressure
side and suction side rims from 50% of chord to trailing edge
show a higher value than that of the injection from tip holes only
~Fig. 13~a!!. This may be caused by the pressure side injected
coolant. As the pressure side coolant is carried over the pressure
side rim, film cooling effectiveness on the pressure side rim in-
creases. Some part of the pressure side coolant may go directly to
the suction side rim and may accumulate in the cavity. Thus film

cooling effectiveness on the suction side rim and in the cavity also
increase for the injection from both tip and pressure side holes
case.

Results show that coolant injected from the tip holes is pushed
towards the pressure side and exits from the cavity near the trail-
ing edge. At this location, coolant injected from the pressure side
holes and the tip holes accumulates, and results in high film cool-

Fig. 12 Averaged heat transfer coefficient for coolant injection
from both tip and pressure side holes and „a… CÄ1.0%, „b… C
Ä2.5%

Fig. 13 Film cooling effectiveness for CÄ1.5% and coolant
injection from tip holes only

Fig. 14 Film cooling effectiveness for CÄ1.5% and coolant
injection from both tip and pressure side holes
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ing effectiveness near 85% of chord. As blowing ratio increases to
M52, the film covered area increases and film cooling effective-
ness also increase.

Figure 15 shows averaged film cooling effectiveness at a given
x/Cx location for C51.5% and coolant injection from tip holes
only and both tip and pressure side holes. Both cases show that
film cooling effectiveness increases asx/Cx increases in the cavity
and on both the pressure side and the suction side rims due to the
coolant accumulation. For the coolant injection from tip holes
only case~Figs. 15~a! and ~b!!, the averaged film cooling effec-
tiveness in the cavity is higher than on the rims. For the both tip
and pressure side holes injection case~Figs. 15~c! and ~d!!, the
averaged film cooling effectiveness on the pressure side rim is the
highest atx/Cx.0.5 due to the pressure side injected coolant,
which is carried over.

Effects of Tip Gap Clearance. Figures 15~c! and ~d, 16~a!
and ~b!, and 16~c! and ~d! show the averaged film cooling effec-
tiveness forC51.5%, C51.0%, andC52.5%, respectively. All
cases have coolant injection from both tip and pressure side holes.

All cases show that the averaged film cooling effectiveness in-
creases as blowing ratio increases, and the maximum averaged
film cooling effectiveness exists at aboutx/Cx50.8 due to the
accumulated coolant in the cavity and the pressure side coolant
carrying over. ForM51, theC51.5% case gives the best overall
averaged film cooling effectiveness. ForM52, however, theC
51.0% shows the highest overall averaged film cooling effective-

ness. The high blowing rate of coolant to the narrow tip gap may
cause a large amount of accumulation and recirculation of coolant
in the cavity, which result in high film cooling effectiveness. For
C52.5%, coolant may dilute well with leakage flow and result in
relatively low film cooling effectiveness compared with narrower
tip gap clearance cases. Because of the different interactions/
mixings between coolant and leakage flow for each tip gap clear-
ance, blowing ratio effects on film cooling effectiveness appears
differently.

Conclusions
The major findings based on the experimental results are as

follows:

1. Pressure and heat transfer coefficient measurements showed
that tip leakage flow and heat transfer coefficient on the tip
surface were reduced by using a squealer tip blade.

2. For all cases, the heat transfer coefficient in the cavity
showed the high value near the leading edge and the suction
side of the cavity due to leakage flow reattachment. How-
ever, the heat transfer coefficient was lower near the pres-
sure side and the trailing edge of the cavity due to possible
flow recirculation.

3. Coolant injection from both tip and pressure side holes
showed a slightly reduced heat transfer coefficient compared

Fig. 15 Averaged film cooling effectiveness for „a… and „b…: C
Ä1.5%, injection from tip holes only „c… and „d…: CÄ1.5%, in-
jection from both tip and pressure side holes Fig. 16 Averaged film cooling effectiveness for injection from

both tip and pressure side holes, „a… and „b…: CÄ1.0%; „c… and
„d…: CÄ2.5%
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to the injection from tip holes only, due to the additional
blockage effect of the pressure side injected coolant.

4. For all cases, the heat transfer coefficient on the pressure
side and suction side squealer rims was higher than that in
the cavity at allx/Cx locations except the cavity leading
edge region.

5. As blowing ratio increased, static pressure on the shroud
slightly increased and the overall heat transfer coefficient on
the blade tip slightly decreased.

6. For all cases, because film coolant was pushed towards the
pressure side by the recirculation of cavity flow, film cooling
effectiveness in the cavity showed a higher value between
the camber line and the pressure side of the cavity and a
lower value between the camber line and the suction side of
cavity.

7. Film cooling effectiveness increased as blowing ratio in-
creased for all cases.

8. High film cooling effectiveness appeared near the trailing
edge cavity due to the coolant accumulation.

9. Compared with the coolant injection from tip holes only
case, film cooling effectiveness for the coolant injection
from both tip and pressure side holes case showed higher
film cooling effectiveness due to the potential carrying over
of pressure side coolant.

10. The overall averaged heat transfer coefficient slightly in-
creased as the tip gap increased. However, film cooling
effectiveness did not show a constant trend.

11. Compared to the plane tip at the same tip gap clearance and
blowing ratio, the overall film cooling effectiveness in-
creased but heat transfer coefficient decreased for the
squealer tip case.
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Nomenclature

C 5 Tip clearance gap~% of span or mm!
Cx 5 Axial chord length of the blade~8.61 cm!

d 5 Diameter of film cooling holes~0.127 cm!
h 5 Local convective heat transfer coefficient~W/m2 K!
H 5 Cavity depth~recess! ~0.508 cm!
k 5 Thermal conductivity of blade tip material~0.18

W/m K!
M 5 Averaged blowing ratio (5rcVc /rmVavg)

LE 5 Leading edge of the blade
P 5 Local static pressure~kPa!

Pt 5 Total pressure at the cascade inlet~kPa!
PS 5 Blade pressure side

t 5 Transition time for liquid crystals color change~sec-
ond!

TE 5 Trailing edge of the blade
Tc 5 Coolant air temperature~ °C!
Ti 5 Initial temperature of the blade tip surface~ °C!

Tm 5 Temperature of the mainstream at the cascade inlet~re-
covery temperature! ~ °C!

Tw 5 Color change temperature of the liquid crystals~ °C!
Tu 5 Turbulence intensity level at the cascade inlet~%!

x 5 Axial distance~cm!
Vavg 5 Averaged velocity of mainstream air between cascade

inlet and exit~m/s!
Vc 5 Averaged velocity of coolant from all film cooling

holes~m/s!

a 5 Thermal diffusivity of blade tip material
(1.2531027 m2/s)

h 5 Local film cooling effectiveness
rc 5 Density of coolant air~kg/m3!
rm 5 Density of mainstream air~kg/m3!
t i 5 Step change of time~sec!
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This paper gives a brief overview of the status of high-temperature electronics and sensor
development at NASA Glenn Research Center supported in part or in whole by the Ultra
Efficient Engine Technology Program. These activities contribute to the long-term devel-
opment of an intelligent engine by providing information on engine conditions even in
high temperature, harsh environments. The technology areas discussed are: 1) high-
temperature electronics, 2) sensor technology development (pressure sensor and high-
temperature electronic nose), 3) packaging of harsh environment devices and sensors, and
4) improved silicon carbide electronic materials. A description of the state-of-the-art and
technology challenges is given for each area. It is concluded that the realization of a
future intelligent engine depends on the development of both hardware and software
including electronics and sensors to make smart components. When such smart compo-
nents become available, an intelligent engine composed of smart components may become
a reality. @DOI: 10.1115/1.1579508#

Introduction
In order for future aeronautic engines to meet the increasing

requirements for reduced emissions, reduced fuel burn, and in-
creased safety, the inclusion of intelligence into the engine design
and operation becomes necessary. As has been seen in the auto-
motive industry’s inclusion of improved intelligence in internal
combustion engines, the aeronautic engine will have to incorpo-
rate technology that will allow the internal systems to monitor
engine conditions, analyze the incoming data, and modify operat-
ing parameters to optimize engine operations to achieve improved
performance. This implies the development of sensors, actuators,
control logic, signal conditioning, communications, and packag-
ing that will be able to operate under the harsh environments
present in an engine. However, given the harsh environments in-
herent in an engine, the development of engine-compatible elec-
tronics and sensors is not straightforward.

The use of complex electronics to enhance the capabilities and
efficiency of modern jet aircraft implies operation at temperatures
above 300°C. However, since today’s conventional silicon-based
electronics technology cannot function at such high temperatures,
these electronics must reside in environmentally controlled areas.
This necessitates either the use of long wire runs between shel-
tered electronics and hot-area sensors and controls, or the fuel
cooling of electronics and sensors located in high-temperature ar-
eas. Such low-temperature electronics approaches suffer from se-
rious drawbacks in terms of increased weight, decreased fuel ef-
ficiency, and reduction of aircraft reliability. A family of high-
temperature electronics and sensors that could function in hot
areas as high as 600°C would enable substantial aircraft perfor-
mance gains through weight reduction and active controls.

In addition, the electronics and sensors do not need to be part of
the flight systems on the aircraft to contribute to the development
of an intelligent engine. Three envisioned uses of electronic and
sensor technology in aeronautic engine applications are: 1! system
development and ground testing where the sensor provides infor-

mation on the state of a system that does not fly~this information
would be used for the design and advanced modeling of systems
that are used in flight!; 2! vehicle health monitoring~VHM ! which
involves the long-term monitoring of a system in operation to
determine the health of the vehicle system~e.g., is the engine
increasing fuel burn or increasing emissions!. This information
could be used to change engine parameters to improve perfor-
mance; 3! active control of the vehicle in a feedback mode where
information from a sensor and possibly accompanying electronics
is used to change a system parameter in real-time~e.g., fuel flow
to the engine changed due to system measurements!. Each appli-
cation has its own requirements for electronics and sensor tech-
nology.

This paper gives a brief overview of the electronics and sensor
development at NASA Glenn Research Center~NASA GRC! sup-
ported, in part or in full, by the Ultra Efficient Engine Technology
program. Four major technology areas are discussed: 1! high-
temperature electronics, 2! sensor technology development, 3!
packaging of harsh environment devices and sensors, and 4! im-
proved silicon carbide electronic materials. A description of the
state-of-the-art and remaining technology challenges is given for
each area.

High-Temperature Electronics
Silicon carbide~SiC! presently appears to be the strongest can-

didate semiconductor for implementing 500–600°C integrated
electronics in the nearer term, as competing high-temperature
electronics technologies are either physically incapable of func-
tioning at this high of a temperature range~silicon and silicon-on-
insulator!, or are significantly less-developed~GaN, diamond,
etc.!. Discrete SiC devices such as pn junction diodes, junction
field effect transistors~JFETs!, and metal-oxide-semiconductor
field effect transistors~MOSFETs! have previously demonstrated
excellent electrical functionality at 600°C for relatively short time
periods@1#. However, for such electronics to be useful in crucial
turbine-engine applications, much longer 600°C harsh-
environment lifetimes must eventually be realized. Between 500
to 5000 h of operation is needed for various jet engine ground
tests, while many years of reliable operation is required for inser-
tion into everyday passenger aircraft.
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The operational lifetime of SiC-based transistors at 600°C is
not limited by the semiconductor itself, but is instead largely gov-
erned by the reliability and stability of various interfaces with the
SiC crystal surface. The physical degradation of the metal-
semiconductor ohmic contact interface limits the 600°C operating
lifetime of all devices, while high-temperature MOSFET operat-
ing lifetime is also limited by the electrical integrity of the oxide-
semiconductor interface. Thus, junction-based transistors without
gate insulators appear more feasible in the nearer term. Of the
candidate junction-based transistor technologies that might be
used to implement SiC integrated circuits, the pn junction gate
JFET seems closest to demonstrating long-term operation at
600°C.

An example of the maturity of the JFET technology is the dem-
onstration of 600°C digital logic using SiC JFET’s@2#. A resistive
load direct-coupled FET logic~DCFL! approach was adopted to
demonstrate simple 600°C digital logic using SiC JFET’s. The
non-planar epitaxial gate JFET design shown in Fig. 1 was chosen
over that of a planar ion-implanted structure, largely to alleviate
the challenging process of sufficiently activating high-dose p1 ion
implants in SiC. The two-level interconnect approach uses
oxidation-resistant silicon nitride as the dielectric passivation
along with oxidation resistant gold for the metal interconnect.
Contrary to the depiction of Fig. 1, the devices are laid out so that
both the second and third layers of silicon nitride always covers
the first via layer to the oxygen-sensitive metal-SiC ohmic contact
interface. However, because non-optimized ohmic contact metals
were employed in this experiment, long term 600°C operation was
not obtained.

Figure 2 shows operation of a NAND gate at 600°C. The de-
vices show good operation at these high temperatures. These cir-
cuits are the fundamental building blocks of more complex sys-
tems. However, adjustment of the substrate bias (Vsubstrate) and
power supply bias (VDD) was necessary to compensate for
current-voltage property changes with temperature, as the circuit
noise margins were not sufficient to absorb these changes while
maintaining basic functionality. Therefore, they are not capable of
operation over the desired 25°C to 600°C temperature range using
fixed power supply voltages. Degradation of contacts to the device
limited operational circuit testing at 600°C to less than 1 h.

Figure 3 shows a device following 600°C testing with visible
evidence of contact degradation. This illustrates an area where
additional technology development is necessary before 600°C
SiC-based circuits can become useful. The operational lifetime of
the circuit at 600°C could be extended by using separately opti-
mized n-type and p-type ohmic contacts specifically designed to
resist high-temperature degradation. These contacts, combined
with the improved packaging of the device as a whole, could lead
to implementation of complex electronics at high temperatures.
Significant progress has been made in improving the reliability of
high temperature contacts@3#. Advances in the development of

high temperature packaging will be discussed in the following
sections. Complete systems including SiC electronics are envi-
sioned which include signal conditioning electronics and wireless
communication.

Sensor Technology Development

Pressure Sensor Technology. One application that requires
improved sensor technology is high temperature pressure sensing.
Standard pressure sensors are temperature limited, while SiC-
based pressure sensors have a much wider temperature range and
have the added benefit that high-temperature SiC electronics can
be integrated with the sensor. However, the difficulty of microma-
chining SiC to form a well-defined diaphragm structure, combined
with the lack of reliable device packaging for these operating
environments has largely prevented the application of these
devices.

Progress has been made in both micromachining and packaging
@4#. An approach using reactive ion etching~RIE! to form a well-
defined diaphragm structure has been developed@5#. The SiC dia-
phragm is produced by patterning the starting wafer with nickel
followed by a deep reactive ion etching process as described in@5#
to form an array of 150mm deep circular cavities in the SiC as
shown in Fig. 4. The resulting diaphragm has well-defined side-

Fig. 1 Simplified „see text … cross-sectional representation of
6H-SiC epitaxial JFETs used to implement 600°C logic gates.
The shaded regions are insulating silicon nitride dielectric.

Fig. 2 NAND gate test waveforms at 600°C with V DDÄ2.5 V,
VSSÄ0 V, Vsubstrate ÄÀ1.4 V

Fig. 3 Optical micrograph of 6H-SiC JFET gate following
600°C electrical testing. Each bondpad is 100 Ã100 mm2, and
each of the four gate fingers is 3 Ã150 mm. Degradation of the
bondpads is clearly evident.
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walls and does not exhibit curvature at the corners of the cavity
present in cavities made by other etching processes. After forma-
tion of the cavity, piezoresistive mesas are formed@4# and a high
temperature multilayer metallization stack@3# is deposited on the
backside of the cavity. The piezoresistive mesas shown in Fig. 5
are configured in a Wheatstone bridge circuit. This structure com-
pletes the basic SiC pressure sensor.

A key challenge in fabricating a high-temperature pressure sen-
sor is packaging. A forthcoming section discusses the general
problems associated with high-temperature packaging. However,
packaging for pressure sensors have their own challenges since
the package itself can transmit stress to the sensor and cause the
readings to deviate from predicted values. The packaging strategy
adopted at NASA GRC for pressure sensors decouples thermome-
chanical interactions between the sensor and packaging compo-
nents. The existence of stress during thermal cycling is generally
recognized to induce fatigue at several critical areas of the system,
such as at the wirebond/pad interface. The packaging methodol-
ogy adopted here borrows from the traditional flip-chip bump
packaging technology that allows a chip~or a chip array! to be
intimately attached to another level of metallization via either a
through-hole in the package substrate or directly on corresponding
interconnects on the package substrate. The approach eliminates
wirebonds, thereby making it possible to pack chips more densely
than previously possible, and undesired effects caused by large
differences in the coefficient of thermal expansion between stain-
less steel and sensor.

The basic components of the package are shown in Fig. 6~a!.

The bottom substrate consists of an insulating dielectric material
with thermomechanical properties similar to that of SiC~i.e., alu-
minum nitride!. The top and bottom covers are chosen to mini-
mize stress caused by coefficient of thermal expansion~CTE! mis-
matches. The packaging process also traps an air pocket within the
reference cavity and provides hermetic sealing for the sensor after
encasement between the top and bottom cover substrates. This
direct chip attach~DCA! process eliminates the need for wire-
bonds and the associated failure mechanisms at high temperature.
A representative fully packaged transducer is shown in Fig. 6~b!.

The net output voltage as a function of applied pressure at
various temperatures is shown in Fig. 7. The full-scale output
~FSO! at a maximum applied absolute pressure of 200 psi was
32.5 mV at room temperature for an input voltage of 5V, which
was in good agreement with prediction@4#. This indicated a sen-
sitivity of 32.5 mV/V/psi. The excellent linearity obtained could

Fig. 4 Scanning electron microscopy „SEM… micrograph of
cavity etched in 6H-SiC by deep reactive ion etching method

Fig. 5 SEM micrograph of top view of a 6H-SiC pressure sen-
sor cell with patterned metallization and four piezoresistors.
The circular patterns are ohmic contact test structures.

Fig. 6 „a… Sub-assembled 6H-SiC sensor unit for insertion into
the stainless steel screw housing; „b… fully packaged 6H-SiC
pressure transducer with pressure port and pins visible

Fig. 7 Net bridge output voltage of 6H-SiC pressure sensor as
function of pressure at various temperatures
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be largely attributed to the thermomechanical stress management
adopted with the packaging, however, more data points will be
needed to improve the measurement resolution.

Thus, a hermetically sealed 6H-SiC pressure transducer oper-
ated at 600°C and at 200 psi has been demonstrated using this
innovative packaging method. While this packaging method is
expected to enable extended high-temperature device functional-
ity, long-term reliability characterization will be performed in the
future to validate such capability and demonstrate a new genera-
tion of single crystal SiC MEMS based pressure transducers po-
tentially capable of long-term operation at 600°C in air.

High-Temperature Electronic Nose Technology. The detec-
tion of the chemical signature of the emissions of an engine may
indicate the efficiency and health of the engine. Rapid or sudden
changes in the emissions produced by combustion indicate
changes in the engine combustion process. The automotive indus-
try has made significant progress in emissions reduction as well as
monitoring the health of the catalytic converter by including oxy-
gen sensors in the engine exhaust stream and using these sensors
for combustion control@6#. Ideally, an array of sensors placed in
the emission stream close to the engine could provide information
on the gases being emitted by the engine. However, there are very
few sensors available commercially which are able to measure the
components of the emissions in situ in harsh environments such as
an engine. The harsh conditions and high temperatures inherent
near the reaction chamber of the engine render most sensors in-
operable. The notable exception to this is the automotive oxygen
sensor. Thus, in order to detect the other species present in an
emissions stream, the development of new high-temperature
chemical sensor technology is necessary.

The development of sensors to measure emissions in harsh en-
vironments has been ongoing for a considerable time@7#. How-
ever, the characterization of a complex chemical environment is
difficult with only one sensor. Thus, integration of a number of the
individual high temperature gas sensors including hydrocarbons,
oxygen, NOx has begun. Development of such a microfabricated
gas sensor array operable at high temperatures and high flow rates
would be a dramatic step towards realizing the goal of monitoring/
control of emissions produced by an engine, a power generation
unit, or a chemical reactor. Such a gas sensor array would, in
effect, be ahigh-temperatureelectronic nose and be able to detect
a variety of gases of interest. Several of these arrays could be
placed around the exit of the engine exhaust to monitor the emis-
sions produced by the engine. The signals produced by this nose
could be analyzed to determine the constituents of the emission
stream and this information then could be used to monitor the
health of the system producing those emissions.

The concept of an electronic nose has been in existence for a
number of years@8#. Commercial electronic noses for near-room
temperature applications presently exist and there are a number of
efforts to develop other electronic noses. However, these elec-
tronic noses often depend significantly on the use of polymers and
other lower temperature materials to detect the gases of interest.
These polymers are generally unstable above 400°C, and thus
would not be appropriate for use in harsh engine environments.
Thus, a separate development is necessary for a high-temperature
electronic nose.

The development of such a high-temperature electronic nose
has begun using high-temperature gas sensors being developed for
a range of applications@7,9#. There are three very different sensor
types that constitute the high-temperature electronic nose: resis-
tors, electrochemical cells, and Schottky diodes. Each sensor type
provides qualitatively very different types of information on the
environment being monitored. This is in contrast to a conventional
array of sensors that generally consists of elements of the same
type, e.g., SnO2 resistors doped differently for different selectivi-
ties. Each sensor in this conventional system provides information
available through the differently doped SnO2 resistors~reactions
occurring on the surface of the sensor film! but do not provide

information that can be determined by electrochemical cells or
Schottky diodes. It is envisioned that the elements of the high-
temperature electronic nose array~resistors, diodes, and electro-
chemical cells! will have very different responses to the individual
gases in the environment. This information will be integrated and
interpreted using neural net processing to allow a more accurate
determination of the chemical constituents of harsh, high tempera-
ture environments.

A first-generation high-temperature electronic nose has been
demonstrated on a modified automotive engine. Figure 8 shows
the response of a tin oxide based sensor~doped for NOx sensitiv-
ity!, an oxygen (O2) sensor, and a SiC-based hydrocarbon CxHy
sensor. The figure shows the individual sensor responses during
the initial start of the engine, a warm-up period, a steady state
operation period, and at the engine turn-off. The sensors were
operated at 400°C while the engine operating temperature was
337°C. Each sensor has a different characteristic response. The
oxygen sensor shows a decrease in O2 concentration while the
NOx and CxHy concentrations increase at start-up. The hydrocar-
bon concentrations decrease as the engine warms up to steady-
state while the NOx concentration increases before stabilizing.
The O2 , NOx, and CxHy concentrations all return to their start-up
values after the engine is turned off. These results are qualitatively
consistent with what would be expected for this type of engine.
They also show the value of using sensors with very different
response mechanisms in an electronic nose array: the information
provided by each sensor was unique and monitored a different
aspect of the engine’s chemical behavior. Significant further work
is necessary to achieve operation temperatures of 600°C.

Packaging of Harsh Environment Devices and Sensors
The operation of electronics and sensors in harsh environments

requires packaging techniques beyond those of conventional
lower temperature technology. For in-situ aerospace engine moni-
toring, electronics and sensors must operate at temperatures of at
least 500°C and at gas turbine pressures up to 3000 lb psi. This is
a chemically reactive gas environment composed of species such
as oxygen in air, hydrocarbon/hydrogen in fuel, and catalytically
poisoning species, such as NOx and SOx, in the combustion prod-
ucts. Additionally, the sensors and electronics may be exposed to
high vibration. Thus, the packaging materials and basic compo-
nents must withstand temperatures of at least 500°C, chemical
corrosion~especially oxidizing and reducing!, and potentially high

Fig. 8 The response of a sensor array composed of a tin oxide
based sensor „doped for NO x sensitivity …, an oxygen sensor,
and a SiC-based hydrocarbon sensor in an engine environment
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dynamic pressure and high acceleration. These packaging materi-
als and components include the substrate, metallization materi-
al~s!, electrical interconnections~such as wire-bonds!, and die-
attach. These are far beyond standard operation conditions for
most advanced~commercial! electronics/sensors, and thus new
technology development is necessary.

The packaging technology also needs to be tailored for the de-
vice being packaged. The packaging needs of pressure sensor
technology has been discussed earlier in this paper. Gas chemical
sensors, gas flow sensors, and accelerometers are other sensors
which each have their own packaging requirements. Further, SiC
high-temperature electronic devices for signal processing and
communication have their own packaging requirements. There-
fore, as noted elsewhere in this paper, packaging technology for
harsh environment operable devices has become a key issue for
in-situ testing and the commercialization of harsh environment
microsystems.

One of the major challenges of high temperature sensor pack-
aging is to satisfy the requirements for mechanical operation of
the systems. Both the operation and performance of microsystems
based sensors can be very sensitive to external mechanical forces.
One major undesired external force is the thermal mechanical
stress generated in the die-attach structure due to the mismatch of
coefficients of thermal expansion~CTE! between the die material
~such as SiC!, the substrate material, and the die-attaching mate-
rial. The thermal stress of the dieattach structure must be sup-
pressed in order to achieve precise and reliable device operation
because the thermally induced stress may generate unwanted de-
vice outputs in response to the changes in thermal environment. In
extreme cases, thermal stress can cause permanent mechanical
damage to the die-attach due to the extremely wide temperature
range experienced in these harsh environment applications. The
thermal mechanical stability is one of most important criteria in
die-attach material selection.

Ceramic substrates and precious metal thick-film metallizations
have been proposed for hybrid@10# and chip-level packaging of
high temperature, harsh environment operable microsystems@11#
based on their excellent stabilities at high temperature and chemi-
cally reactive environment. Aluminum nitride was proposed to
package high temperature SiC MEMS because this material pos-
sesses a low thermal expansion coefficient@11,12#.

Recently, a chip-level electronic package has been designed,
fabricated, and assembled for high-temperature harsh environment
microelectronic systems using ceramic~aluminum nitride and alu-
minum oxide! substrates and gold~Au! thick-film metallization
~see Fig. 9!. The electrical interconnection system of this ad-
vanced packaging system, including the thick-film metallization
and wirebond, has been successfully tested at 500°C in an oxidiz-
ing environment for over 5000 h. A compatible low resistance

die-attach scheme using Au thick-film material as a conductive
bonding material has also been developed to package SiC micro-
systems.

This complete electrical interconnection system was tested us-
ing an in-house-fabricated SiC semiconductor test chip~Schottky
diode! in an oxidizing environment over a temperature range from
room temperature to 500°C for more than 1000 h. The thick-film-
based interconnection system demonstrated the required low~2.5
times of the room-temperature resistance of the Au conductor! and
stable~3% decrease in the first 1500 hrs of continuous test! elec-
trical resistance at 500°C in an oxidizing environment. Also, the
electrical isolation impedance between the printed wires that were
not electrically joined by a wirebond remained satisfactorily high
~.0.4 GV! at 500°C in air. The attached SiC diode demonstrated
low (,3.831022 V-cm2) and relatively consistent forward resis-
tance from room temperature to 500°C, as shown in Fig. 10. This
implies the operability of the die-attach between the room tem-
perature and 500°C. Preliminary results from finite element analy-
sis of a SiC die-attach with 1 mm2 die on an aluminum nitride
substrate show low thermal stress@13#. These results indicate that
this prototype package and the compatible die-attach scheme meet
the basic requirements for low-power long-term operation in high-
temperature and chemically reactive environments.

Improved SiC Electronic Materials
Compared to silicon wafer standards, present-day SiC wafers

are small, expensive, and generally of inferior quality. In addition
to high densities of crystalline defects such as micropipes and
closed-core screw dislocations, commercial SiC wafers of the 4H
and 6H polytypes also exhibit significantly rougher surfaces, and
larger warpage and bow than is typical for silicon wafers@14#.
Further, problems with the quality of the oxide grown on SiC have
led to difficulty in the application of Metal-Oxide-Semiconductor
Field Effect Transistor~MOSFET! technology. The vast majority
of semiconductor integrated circuit chips in use today in silicon
rely on MOSFET technology. This disparity is not surprising con-
sidering that silicon technology has undergone several decades of
commercial process refinement. While significant advances have
nonetheless been made in the development of SiC electronics and
sensors~as seen in this paper!, the existence of improved SiC
starting material should significantly enhance the development of
these technologies.

Recent work has been aimed at improving the quality of the
SiC starting material on which devices are fabricated by eliminat-
ing the defects and growing step-free SiC surfaces. The formation
of SiC mesa surfaces as large 0.230.2 mm completely free of a
single atomic step was recently reported@15#. As described in

Fig. 9 Prototype high-temperature electronic package com-
posed of ceramic substrates and Au thick-film metallization for
harsh environment systems

Fig. 10 Forward resistance of a packaged SiC Schottky diode
at 500°C in an oxidizing environment for over 1000 h
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@15#, step-free surfaces are produced on commercially purchased
on-axis 4H- or 6H-SiC wafers by first dry etching trench patterns
into the wafer surface to form an array of isolated growth mesas.
Pure stepflow epitaxial growth, carried out under conditions that
suppress two-dimensional~2-D! terrace nucleation, is then used to
grow all initial surface steps on top of the mesa over to the edge of
the mesa, leaving behind a top mesa surface that is completely
free of atomic steps.

Figure 11 is an optical image of a 4H wafer showing two adja-
cent 200mm mesas fabricated using this process. Mesa A on the
left is featureless and mesa B on the right contains a hillock which
dominates the surface morphology. Mesas that initially contain
screw dislocation~SD! defects cannot be flattened due to the con-
tinual spiral of new growth steps that emanate from screw dislo-
cations during epitaxial growth. As reported in@15#, the high den-
sity of screw dislocations~SDs! limited the yield and size of step
free mesas.

Building from results such as those seen in Fig. 11, the achieve-
ment of 3C-SiC heteroepitaxial films completely free of double-
positioning boundaries~DPB! and stacking fault~SF! defects on
step-free 4H-SiC and 6H-SiC substrate mesas has been realized
@16#. To overcome the mesa size limit imposed by screw disloca-
tions, a lateral ‘‘web-growth’’ process has been developed. The
process overgrows and thus terminates the c-axis propagation of
screw dislocations, thereby enabling larger-area atomically flat
surfaces to be realized on commercial SiC wafers. Figure 12
shows~a! pre-growth and~b! post-growth SEM image taken from
a plus-shape~pre-growth! mesa. The epitaxially grown thin lateral
cantilevers have completely spanned~or ‘‘webbed’’! the arms of
the plus-shaped mesa, forming a seamless nearly hexagonal-
shaped ‘‘tabletop’’ sitting on top of a plus-shaped support struc-
ture. The formation of this structure indicates that enhanced lateral
web growth occurred at the inside~i.e., concave! corners of mesa
shapes, which combined with hexagonal growth faceting to pro-
duce the result shown in Fig. 12.

Step-free surfaces have also been proposed as being ideal for
realizing greatly improved heteroepitaxial growth of films with
much lower dislocation densities@16#. For example, previous ef-
forts to grow heteroepitaxial films of the 3C-SiC polytype on Si
and 4H/6H-SiC substrates have resulted in 3C-SiC films with ex-
tended crystal defects including DPB’s and/or stacking faults
SF’s. The ability to reproducibly obtain 3C-SiC heteroepitaxial
films free of extended crystal defects could enable advantageous
new electrical devices.

Thus, significantly improved growth of SiC material has been
achieved. This growth is not only of 4H and 6H-SiC on commer-
cial SiC substrates but also the 3C-SiC polytype. Further work
needs to be done to characterize these new growth mechanisms,
but also to realize the advantages in device properties that use of
these new materials can provide.

Summary
The realization of a future intelligent engine depends on the

development of both hardware and software including electronics
and sensors. The development of electronics and sensors for en-
gine applications is problematic due to the harsh environments in
which the devices must operate. NASA GRC is active in devel-
oping electronics and sensors for these environments. These in-
clude SiC-based electronics, high-temperature pressure sensors, a
high-temperature electronic nose, and appropriate packaging tech-
nologies. The advent of improved electronic materials has the po-
tential to significantly affect the quality and capabilities of the
devices fabricated for these environments. The eventual goal of
this work is the formation of high-temperature, integrated micro-
systems which sense, process, and communicate the information,
and eventually modify engine conditions based on this informa-
tion. When such smart components become available, an intelli-
gent engine composed of smart components may become a reality.
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Heat Transfer and Friction Factors
for Flows Inside Circular Tubes
With Concavity Surfaces
Heat transfer and friction coefficients measurements have been obtained for fully devel-
oped, turbulent internal flows in circular tubes with six different concavity (dimple) sur-
face array geometries. Two different concavity depths and three different concavity array
densities were tested using tube bulk flow Reynolds numbers from 20,000 to 90,000.
Liquid-crystal thermography was used to measure the temperature distributions on the
outside of the concavity tubes. Using the average heat transfer coefficient for the fully
developed region, the overall heat transfer enhancements are compared to baseline
smooth tube results. Friction coefficients are also compared to values for a smooth tube.
Dimple depths of 0.2–0.4 relative to the dimple surface diameter were used, with surface
area densities ranging from 0.3 to 0.7. Dimple arrays were all in-line geometries. The
results showed that heat transfer enhancements for dimpled internal surfaces of circular
passages can reach factors of 2 or more when the relative dimple depth is greater than 0.3
and the dimple array density is about 0.5 or higher. The associated friction factor multi-
pliers for such configurations are in the range of 4–6. The present study provides a first
insight into the heat transfer and friction effects of various concavity arrays for turbulent
flows. @DOI: 10.1115/1.1622713#

Introduction
The technology of cooling gas turbine components via internal

convective flows of single-phase gases has developed over the
years from simple smooth cooling passages to very complex ge-
ometries involving many differing surfaces. In many respects, the
evolution of cooling passage geometries began in parallel with
heat exchanger and fluid processing techniques, ‘‘simply’’ pack-
aged into the constrained designs required of turbine airfoils; i.e.,
aerodynamics, mechanical strength, vibrational response, etc. The
enhancement of internal convective flow surfaces for the augmen-
tation of heat transfer was quickly improved through the introduc-
tion of rib rougheners or turbulators, and also pin banks or pin
fins. These surface enhancement methods continue to play a large
role in today’s turbine cooling designs. With the advancements in
materials and manufacturing technologies of the last decade, a
drastically larger realm of surface enhancement techniques has
become cost effective for use in the cooling of turbine airfoils.
Turbulators and pins may now be of varying shape, orientation,
segmentation, and size, essentially providing a continuous spec-
trum of possible geometries for achieving flow-surface interac-
tions which serve to enhance local/global heat transfer coeffi-
cients. Such enhanced heat transfer comes at the inevitable price
of increased pressure losses, though the range of methods now at
a designers command allows a large degree of tailoring to take
place. In all of these internal cooling methods which use modified
surfaces, the enhancement features are projections from the sur-
face into the flow, generally always substantially normal to the
surface and the bulk flow direction.

Another class of surface enhancements results from the depres-
sion of features into the cooling channel walls, forming recesses
rather than projections. Generically, such features are known as
concavities, and may be formed in an infinite variation of geom-
etries with various resulting heat transfer and friction characteris-
tics. Concavity surfaces are commonly known for their drag re-
duction characteristics in external flows over bodies. The most

famous example is golf balls, where they serve to delay the point
of boundary layer separation, thereby reducing overall drag for the
sphere, as shown by Bearman and Harvey@1#. Another example is
external flow over a circular cylinder, for which Bearman and
Harvey @2# show similar drag reduction effects to those of a
sphere. Application of such concavity surfaces to external flows
for marine vessels and airframes has been suggested by Kiknadze
et al. @3#, in which defined arrays of shallow concavities may
cover the main hull or fuselage surfaces to prevent a thick bound-
ary layer from forming, thereby reducing the drag. In a direct
turbine application, Lake et al.@4# have demonstrated the use of
discrete dimples placed on a model of a low-pressure turbine air-
foil to reduce aerodynamic losses under low Reynolds number
conditions.

Applications of concavity surfaces involving heat transfer were
largely unknown until the recent dissolution of the Soviet Union,
at which time Russian research from the 1980s began to surface.
In the Russian nomenclature, concavity surfaces and the internal
flows developed from them in confined geometries are alternately
known as ‘‘whirlwind’’ cooling, ‘‘tornadolike technology,’’ ‘‘or-
derly system of spherical hollows~OSSH!,’’ and ‘‘orderly reliefs
of spherical hollows~ORSH!.’’ In the broadest sense, these flows
are one of a larger category known as ‘‘vortex’’ technologies, as
described in the summary of Khalatov@5#, which include various
means for the formation of organized vortical or swirling flows in
turbines.

The basic fluid dynamic condition for flow over concavities of
spherical or cylindrical shape is well described in the study of
Afanas’yev et al.@6#. A flow with boundary layer thickness less
than the concavity surface diameter reacts with the cavity by flow-
ing into the ‘‘bowl,’’ experiencing a separated region of some
extent on the entry side. The spherical shape creates a pressure
field within the bowl acting to collapse or concentrate the flow in
the downstream portion of the recess, creating a vortex structure.
In a steady flow over a symmetric spherical dimple, a pair of
symmetric, counter-rotating vortices is ideally formed, as shown
by the computational work of Isaev et al.@7#. In most real flow
cases, only one vortex is created, and this vortex may move side-
to-side with some frequency. This condition is said to ‘‘expel’’
flow from the cavity as an organized vortical structure. As the
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vortex penetrates into and interacts with the mainstream flow, it
provides a scrubbing action, which brings fresh core fluid to the
surface for enhanced heat transfer. Because the motion is orga-
nized, rather than the more dissipative effect of shearing layers,
the pressure loss is less than that observed with projecting ob-
structions such as turbulators. In fact, some cases of concavity
surfaces have friction nearly the same as smooth surfaces.

Studies focusing on the heat transfer coefficients on a surface
with a single hemispherical concavity show the fundamental po-
tential of this method for thermal enhancement. Kesarev and Ko-
zlov @8# show the detailed shear stress and heat transfer coefficient
distributions relative to a flat surface for a single dimple in a wind
tunnel wall with freestream turbulence levels from 7 to 22%.
Overall heat transfer augmentations of up to 1.5 were observed.
Schukin et al.@9# studied the effect of moderate freestream accel-
eration and deceleration over single dimples, showing that the
dimpled surface resulted in approximately a 25% heat transfer
improvement in all cases. Syred et al.@10# demonstrated the ef-
fects of surface curvature with a single dimple, yielding enhance-
ments of more than 2 for concave surfaces.

The full potential for concavity surface heat transfer comes in
the application of full-surface arrays of ordered concavities. Wind
tunnel surface studies of Afanas’yev and Chudnovskiy@11# and
also Afanas’yev et al.@12# for arrays of spacings from about 1 to
1.7 dimple diameters showed heat transfer enhancements of 30 to
40% with no increase in friction. Heat exchanger studies of
Belen’kiy and co-workers@13,14# investigated the use of dimple
arrays on the inner walls of annular passages and on tube surfaces
of crossflow bundles, respectively. In some cases, as much as a
2.4 heat transfer enhancement was obtained with friction increases
on the order of 2–4, relative to smooth surfaces. The variability of
heat transfer and friction with dimple spacing and depth was
pointed out, though not systematically investigated. Recent stud-
ies using arrays of hemispherical dimples in more confined chan-
nels with channel Reynolds numbers of up to 60,000 have been
reported by Chyu et al.@15#, Moon et al. @16#, and Mahmood
et al.@17#. In these studies, full-surface distributions of heat trans-
fer coefficients were obtained showing the local cavity flow sepa-
ration effects, and high thermal enhancement regions inside and
downstream of the cavities. Heat transfer enhancements of 2–2.5
have been demonstrated with friction factor increases from about
1.5 to 4.

For application in turbine cooling, the summary of Nagoga@18#
provides some insight into the effects of concavity array geomet-
ric parameters, namely the dimple depth-to-diameter ratio, the
channel height-to-dimple diameter ratio, and the dimple spacing
or surface densityf. In general, shallow dimples yield lower heat
transfer. A depthh/d of 0.5 at the limit of a hemisphere yields the
highest heat transfer, but also a high friction factor. Higher density
factors also result in higher heat transfer, with as much as a 2:1
improvement fromf of 0.1 to 0.7. As the relative height decreases
to close the distance between walls, the heat transfer increases.
Enhancement of up to 200% is seen in very ‘‘tight’’ channels, but
with more drastic increases in friction. An important feature to
note about dimpled surfaces is the analogous form of the friction
coefficient to that seen for rough surfaces, i.e., a decreasing mag-
nitude of coefficient as Re increases, and a limiting value for a
‘‘fully rough’’ zone. A critical Re is demonstrated above which the
friction coefficient does not change.

The foregoing literature summary shows that the reported stud-
ies concerning the thermohydraulics of surfaces with concavities
have focused on flat plates, low aspect ratio channels, and certain
external flow heat exchanger geometries. No investigations have
been reported for the application of concavity arrays within circu-
lar tubes. The use of such arrays in the confined and axisymmetric
flows of circular tubes has many potential applications, including
the cooling of gas turbine components. The present study provides
a first insight into the heat transfer and friction effects of various
concavity arrays for turbulent flows.

Experimental Apparatus and Method
A test apparatus was designed to measure the local heat transfer

coefficients and overall pressure drop across different dimpled
~concavity array! tubes and one smooth tube. Six different dimple/
dimple array geometries were machined inside aluminum tubes.
An example of a test channel is shown in the photo of Fig. 1. Each
channel was prepared by~1! first cutting the tubes in half to gain
access to the interior surface,~2! machining the concavities with a
12.7-mm ball-nosed end mill, and~3! welding the tube halves
together with an electron beam. Additional silicon sealant was
applied to the exterior seams after welding to assure complete
sealing of any pin holes or cracks. Any burrs were polished off the
surface of the tubes in preparation for the assembly of the heater
and liquid crystal sheets. All tubes had a 3.81-cm interior diam-
eter. Two tube wall thicknesses were employed, 3.175 and 6.35
mm, to obtain concavity arrays of differing depths. Aluminum was
selected to allow the local thermal response of the variable wall
thickness~i.e., due to dimples! to be smoothed out, thereby pro-
viding surface averaged heat transfer coefficients as a function of
axial location along the tube. This method also avoided severe
viewing issues associated with the direct application of liquid
crystals to the flow path concavities.

As shown in Table 1, two concavity surface diameters were
used, as well as two concavity depths, which represent different
sections of a full hemisphere. This resulted in two sets of tests
with dimple diameter-to-tube diameter ratiosd/D of 0.229 and
0.271, and dimple depth-to-diameter ratiosh/d of 0.233 and
0.394. The dimple depth is that measured at the center of the
concavity. For reference, the maximumh/d would be 0.5 for a full
hemisphere. Figure 2 shows the cross section of each tube layout,
including the angles between concavity centerlines and the num-
ber of concavities around the perimeter. All cases used in-line
dimples axially. The dimple densityf is defined as the ratio of
projected dimple surface area on the tube ID to the smooth wall
surface area. This density is a measure of the packing of the
dimple array. By varying the axial spacing of the dimple rows, a
range off values from 0.339 to 0.704 was obtained.

The test facility as shown in Fig. 3 was composed of an air
cooler, a plenum, an insulated developing flow section, the alumi-
num test section, a data acquisition system, and a liquid-crystal
thermography system. A steady flow rate of air is supplied to the
test by an in-house compressor, and metered through a calibrated
sonic venturi. Flow is developed in a smooth section of insulated

Fig. 1 Sample test channel with machined concavities
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phenolic tubing attached to the aluminum test section by a rabbet
fit and epoxy. The aluminum test section is wrapped with four
layers of material as depicted in Fig. 4. The first layer is thin
double-sided photo-mounting tape. The second layer consist of a
thin-foil heater, which allows for a low-voltage, high dc current to
distribute a uniform heat flux across the entire length of the test
section. The heater consists of a 0.0127-mm layer of Inconel de-
posited on a 0.102-mm backing of Kapton. The third layer is
another piece of double-sided tape. The final layer is a sheet of
Hallcrest thermochromic liquid crystals~40C5W! with a wide-
band response in the range between 40°C and 45°C. The current
delivered to the Inconel heater was measured using a 50-mV, 100-

amp shunt resistor. The power delivered to the test surface ranged
from 50 to 250 W depending on the tube being tested. Thermo-
couples were used to measure the air temperature inside the tube,
inside the plenum, and the ambient temperature. These thermo-
couples are used to measure the temperature increase of the flow
inside the test section. A thermocouple was also taped to the
middle of the test section on the outside of the liquid crystals for
use in calculating heat losses to ambient. Pressure drop was mea-
sured using a static pressure wall tap located at the entrance of the
dimpled test section. An inclined water manometer was used to
measure the pressure in inches of H2O as compared to atmo-
spheric pressure. These values were used to calculate the Fanning
friction factor for each dimple configuration.

Convective heat losses to ambient were measured by filling the
center and the outside of the aluminum and phenolic tubing with
insulation. The test section was heated without any flow and
monitored using four type-K thermocouples attached to the tube
surface. Steady state was reached for three different power inputs
covering the range of expected losses, 5, 10, and 15 W. The insu-
lation on the outside of the test section was then removed and the
test section was heated again until the liquid crystals~now visible
as in an actual test! became completely colored using the same
power levels. After curve fitting the two cases, the heat flux values
were subtracted from each other to provide the overall convective
ambient heat losses at the wall-to-ambient temperature ratios ex-
perienced during flow testing. The ratio of convective ambient
heat losses to total power input was between 1.5% and 5% for the
full range of test conditions with the dimpled tubes. The relative
heat losses were from 5% to 16% for the smooth tube case, due to
the much lower total power required without dimpled surfaces.

Surface temperature measurements were made using the
steady-state liquid-crystal hue detection method of Farina et al.
@19#. The liquid crystal sheet was calibrated by setting a tempera-
ture gradient across a 25.4-cm length copper bar with seven em-
bedded thermocouples. An RGB~red-green-blue! image of the

Fig. 2 Cross-sectional tube definitions

Fig. 3 Test facility and instrumentation

Table 1 Test channel concavity specifications

Tube
Tube ID
D ~mm!

Concavity
diameterd

~mm!

Concavity
depthh
~mm! h/d d/D

Concavity
densityf

2 38.1 10.312 4.064 0.394 0.271 0.704
6 38.1 10.312 4.064 0.394 0.271 0.582
4 38.1 8.738 2.032 0.233 0.229 0.506
3 38.1 10.312 4.064 0.394 0.271 0.473
5 38.1 8.738 2.032 0.233 0.229 0.418
1 38.1 8.738 2.032 0.233 0.229 0.339
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heated bar was taken under the test lighting conditions and camera
location, and the hue-temperature calibration extracted from a
curve fit of the response.

The inlet bulk air temperature was measured with a thermo-
couple just prior to the heated section of tube, and the exit bulk air
temperature just after the heated region. The average test channel
air temperature was used as the representative air temperature for
all heat transfer calculations, but most importantly for the middle
third of the heated tube where fully developed conditions apply.
The definition of the local heat transfer coefficient in this study is

h5~Qtotal2Qloss!/Asmooth tube interior* ~Twall corrected2Tair average!,

whereQwall is the net input heater power (Qtotal2Qloss) per unit
area after heat loss correction.Twall-corrected is the local interior
aluminum wall temperature derived from the local liquid-crystal
~heater! indicated temperature, with one-dimensional~1D! con-
duction corrections for the Kapton, adhesive, and average alumi-
num thickness. Inlet air temperatures were between 16°C and
19°C for all tests. Interior tube wall temperatures ranged between
30°C and 47°C for the various cases, providing wall-to-fluid tem-
perature ratios from 1.048 to 1.095. For the range of test condi-
tions encountered, the bulk air temperature rise through the whole
test section is from 2°C to 10°C, and that for the fully developed
data region only, 0.7°C to 3.5°C. In all tests, the minimum tem-
perature potential between the heated surface and the bulk air was
14°C.

Figure 5 shows an example of the liquid-crystal display for a
single heater setting and flow rate in one of the dimpled tubes. The
color response is uniform in each axial location due to the alumi-
num, except for the inlet very near the power lead. To eliminate
any concerns with viewing angle of the surface, only the center
axial line of the images is used to provide data. The resulting Nu
numbers, based upon smooth tube hydraulic diameter and surface
area, are shown in Fig. 6 for three Re number examples in the
same channel. The unheated upstream tube length is just under 10
hydraulic diameters. The total length to the center region of the

aluminum tube then complies with the 10–15 diameters length for
hydrodynamically developed flow. From the aluminum tube inlet
at x5300 mm, the thermal entry region is clearly seen. The initial
magnitude of this entry effect compared to the developed Nu re-
gion is about 1.4–1.5, very much in agreement with previous data
such as that of Boelter et al.@20#. The present fully developed
region is taken as that fromx5200– 100 mm, in accordance with
the data of Ref.@20# that showed about 5 hydraulic diameters
thermal entry length to reach within 10% of absolute fully devel-
oped Nu for a smooth tube. For the concavity tubes, the added
turbulation is expected to reduce development lengths signifi-
cantly. The results of this region are averaged to provide the over-
all Nu levels of this study. Downstream ofx5100 mm, the effect
of the exit conduction/convection loses is noted, with stronger
magnitude as the overall internal Nu level is increased. This re-
gion is due primarily to the nonheated short section of channel at
the exit. No corrections were made for these axial conduction inlet
and exit effects. The only data used was that betweenx of 200 and
100 mm, such that very small variations in axial heat transfer
coefficients resulted, leading to negligible axial conduction. En-
hancement factors in this study are obtained by normalizing the
measured Nu to that of a smooth tube, turbulent flow as deter-
mined by Dittus and Boelter@21# and shown in Holman@22#.

The Fanning friction factor definition was used to calculate the
friction coefficient for each test section in the unheated condition,

Cf50.25* ~Dh /L !* ~DP/0.5* r* V2!.

Normalized coefficient of friction, or enhancement factors, for the
dimpled tubes were obtained using the measured smooth tube re-
sults at each Re number.

Using the single-sample methods of Kline and McClintock
@23#, the estimated uncertainty in local Nusselt numbers for these
tests ranged from 11.5% to 12.5%. The higher uncertainty corre-

Fig. 4 Tube construction with heater

Fig. 5 Example of liquid crystal display on test section

Fig. 6 Example of tube axial Nusselt number variation
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sponds to high heat flux conditions at high power settings. The
uncertainty in mass flow rate is 3%, which can lead to as much as
10% uncertainty in the coefficient of friction. The inclined ma-
nometer can result in as much as 15% uncertainty in pressure drop
measurement at the very low Re for the smooth tube, declining to
1.2% at high values of Re. In the concavity tubes, the pressure
drop uncertainty can be as high as 9% at lowest Re, but is typi-
cally under 1% for the majority of cases.

Results and Discussion

Heat Transfer. The smooth tube and concavity tube test re-
sults of the Nusselt number as a function of the Reynolds number
are shown in Fig. 7. The characteristic dimension used in all cases
for the Nusselt number and the Reynolds number is the smooth
tube internal diameter. The data have been grouped according to
several apparent curve-fitted relationships denoted in Fig. 7. The
smooth tube Nu (f 50 andd/D50) corresponds very nicely to
the expected Re number dependence from previous literature. The
least dense geometry of concavitiesf 50.339 and the shallowest
depth cased/D50.229 (h/d50.233) exhibits very nearly the
same Re dependence as the smooth tube, but with a somewhat
enhanced magnitude.

Upon increasing the concavity density to greater than 0.4, the
Re number dependence increases to Re0.82 as shown by the greater
line slope. This relationship holds for both higher density cases at
the shallow depth. The highest Nu responses are shown for the
three test cases of slightly deeper concavities. All concavity den-
sities at the depth ofd/D50.271 (h/d50.394) result in the same
correlation of Nu50.033 Re0.83 Pr0.33. It is intriguing that such
seemingly small variations in depth and density should have so
major an impact, though previous Russian investigations do fol-
low this trend. Keep in mind that the present study also bases the
Nu number on the smooth tube surface area, not the modified
dimpled surface area. The added surface area of the dimples must
play a role in the heat transfer enhancement, just as added turbu-
lator surface area does for rib-roughened channels, but our interest
is in the overall thermal augmentation which can be gained rela-
tive to a smooth tube.

Fig. 8 shows this same data in the Nusselt number enhancement
format, where the normalizing Nu number is that of the smooth
tube, fully developed turbulent flow Dittus-Boelter correlation
provided above. The shallow and least dense concavity geometry

provides an enhancement factor of about 1.2 over most of the Re
range tested. Moving to more dense geometries increases the en-
hancement factor to 1.6 or 1.7, a very substantial amount. The
slightly deeper concavity arrays all provide enhancement factors
on the order of 2. From previous literature data in noncircular
channels, these enhancement levels can be expected to hold at
higher Re conditions~note that the present data do not all extend
to Re of 90,000 due to power supply limitations!.

The concavity array density dependence may be specifically
highlighted as shown in Fig. 9. In this comparison, Re is seen to
have a minor effect for each test case, but the two overall relative
concavity depths used are clearly distinct from each other. For
common density factors, the small increase in depth results in
about 20% increased heat transfer. The density parameter shows
the most overall effect on heat transfer augmentation fromf

Fig. 7 Nusselt number correlations for all tests
Fig. 8 Normalized Nusselt number all tests

Fig. 9 Heat transfer enhancement with density f
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50.3– 0.5, but little effect abovef 50.5. This indicates that addi-
tional enhancement may be obtained by making the concavities
yet deeper.

The present data may be approximately fit to a correlation in
terms of both Re and densityf. Figure 10 shows this fit for the
resulting dependence of Re0.86 f 0.5. The parameterd/D ~or h/d)
does not appear in this form due to insufficient data at higherd/D
values. Such data would help to further collapse the relationship
into a compact expression with good fit.

Friction. The friction factor results somewhat mirror the heat
transfer results in their variation with concavity depth and density.
Figure 11 shows the Fanning friction factors for all tests, covering
the full range from Re of 20,000 to 90,000. These data were all
measured without wall heating. For comparison, the smooth tube
correlation of Blasius is also shown asCf50.079 Re20.25. The
present smooth tube data is about 25% above the Blasius correla-

tion. This difference is attributed to measurement errors associated
with mass flow and pressure drop. As in the heat transfer results,
friction factor is greatest for the deeper concavity cases ofd/D
50.271. In fact, these three test surfaces are essentially the same
in terms of friction. For the shallower cases, again the least dense
geometry shows the lowest friction of all concavity cases, while
the other increased density surfaces are more elevated in effect.

Figure 12 depicts this data as enhancement factors for friction,
where for self-consistency the measured smooth tube data has
been used as the normalization factor, not the Blasius correlation.
At the shallow depth conditions, friction enhancement is relatively
flat over the range of Re numbers, while the deeper cases all show
a very strong dependence on Re number. Friction factor enhance-
ments of 2–3 are observed for the shallow concavities, and 4–7
for the deeper concavities. The effect of concavity depth clearly
dominates the friction factor enhancement.

Performance Comparison. Beyond the application of con-
cavity tubes as an alternative heat transfer enhancement method,
especially in cases where other forms of surface treatments may
be difficult, the benefit of such surfaces must be shown in terms of
performance. Figure 13 shows the normalized Nu number plotted
directly against normalized friction factor, both for the present
data and existing literature data.

In this comparison, the data of Chyu et al.@15# are for a rect-
angular channel with hemispherical concavities on the two wider
sides. The channel aspect ratios were either 4 or 12. The concavity
relative depth wash/d50.29 and the densityf 50.5. The channel
Re number range of these tests was between 10,000 and 40,000.
The data of Webb et al.@24# are for a circular tube with normal rib
rougheners having blockages of 4%~i.e., 8% total blockage for
the tube cross section!. The turbulators are transverse to the bulk
flow direction with a pitch-to-height ratio of 10. The large amount
of other literature data for turbulated channels of various geom-
etries and surface features is denoted by the general zone in which
heat transfer is enhanced by 2–2.5, while friction is usually en-
hanced by 6–12 or more. Indeed, due to the very confined nature
of the circular tube flow, the turbulated data of Ref.@24# shows a
very high heat transfer enhancement, but with friction enhance-
ments about four times as much as the heat transfer enhancement.
The nature of flow and heat transfer for such turbulated channels
is well documented for turbulent flows, showing significant flow
separations and recirculating zones. While such flow disturbances
lead to elevated heat transfer coefficients in the flow reattachment

Fig. 10 General expression for Nu „Re, f …

Fig. 11 Fanning friction factors

Fig. 12 Normalized friction factors
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regions and on the rib top and forward faces, the mixing also
causes very high friction coefficients. The concavity data of Ref.
@15# are very encouraging, showing essentially a Reynolds anal-
ogy behavior. This is essentially the relationship between heat
transfer and friction that many previous Russian studies have ob-
served for flat plate concavity arrays. For turbine cooling pur-
poses, this behavior is highly desirable in many situations. One
cautionary note is appropriate though, in that data such as Ref.
@15# are obtained with relatively large ratios of channel height to
concavity depth~1.33 and greater for Ref.@15#!. At such ratios,
there is no significant interaction between concavity surfaces. Per
Nagoga@18#, at ratios of 0.5 and lower, interactions occur be-
tween the vortices expelled by each concavity, causing primarily
an increase in friction coefficient with no additional heat transfer
benefit.

The present circular tube concavity data lie between these two
cases. The Reynolds analogy is not followed. The friction penalty,
however, is not as high as that for turbulated circular channels.
Just as the performance factor~normalized Nu divided by normal-
ized Cf! is smaller for the turbulated circular tube than for a tur-
bulated rectangular channel of equivalent blockage, so the perfor-
mance factor for the concavity surface tube appears to be smaller
than that for the concavity surface rectangular channel. From pre-
vious literature, it may be expected that deeper concavities will
result in higher heat transfer, but also higher friction coefficient.
Some of this pressure loss may be alleviated by rounding the
edges of the concavities with little impact on the heat transfer
coefficient.

Conclusion
The present study provides a first insight into the heat transfer

and friction effects of various concavity arrays for turbulent flows
in circular tubes. Heat transfer and friction coefficients measure-
ments have been obtained for fully developed, turbulent internal
flows in circular tubes with six different concavity~dimple! sur-
face array geometries. Dimple depths of 0.2–0.4 relative to the
dimple surface diameter were used, with surface area densities
ranging from 0.3–0.7. The tube bulk flow Reynolds numbers were
from 20,000 to 90,000. The results showed that heat transfer en-
hancements for dimpled internal surfaces of circular passages can
reach factors of 2 or more when the relative dimple depth is

greater than 0.3 and the dimple array density is about 0.5 or
higher. Under such conditions, the fully developed Nusselt num-
ber may be correlated as Nu50.033 Re0.83 Pr0.33. The present data
results in an overall Nu dependence of Re0.86 f 0.5. The parameter
h/d does not appear in this form due to insufficient current data at
higher h/d values. The associated friction factor multipliers for
such configurations are in the range of 4–6, resulting in a perfor-
mance below that of Reynolds analogy behavior, but better than
that due to rib rougheners within circular tubes.

Nomenclature

A 5 Smooth tube internal surface area
d 5 Concavity surface diameter

Dh 5 Smooth tube hydraulic diameter
f 5 Concavity array density, ratio of total projected

concavity area on smooth tube to the total area
of the smooth tube surface

Cf 5 Coefficient of friction, Fanning friction factor,
0.25* (Dh /L)* (DP/0.5* r* V2)

h 5 Concavity depth at center
h 5 Heat transfer coefficient
k 5 Thermal conductivity
L 5 Test section pressure drop measurement length

Nu 5 Nusselt number,hDh /k
NuD 5 Smooth tube Nu5.023 ReDh

0.8 Pr1/3

P 5 Pressure
Pr 5 Prandtl number of air

ReD 5 Flow Reynolds number,rVDh /m
T 5 Temperature

Tave wall 5 Average external test section temperature
Tamb 5 Ambient air temperature

Twall corrected 5 Interior corrected wall temperature
Tair 5 Measured air temperature, average of test region

inlet and exit
V 5 Average flow velocity in tube
m 5 Viscosity
r 5 Density
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Experimental Demonstration of
Maximum Mistuned Bladed Disk
Forced Response
A theory was previously developed for predicting robust maximum forced response in
mistuned bladed disks from distortion of a structural mode. This paper describes an
experiment to demonstrate the theory. A bladed disk is designed to be sufficiently sensitive
to mistuning to obtain maximum response. The maximum amplitude magnification from
mistuning is predicted using the theory, 1.918. The bladed disk is intentionally mistuned to
obtain the maximum response, and the response to an engine order traveling wave exci-
tation is measured. The measured amplitude magnification is in close agreement with the
theory. The robustness of the maximum response is demonstrated.
@DOI: 10.1115/1.1624847#

1 Introduction
Mistuning of turbine engine bladed disks contributes to engine

high cycle fatigue by increasing the vibration amplitudes of
blades. Bladed disks in gas turbines are typically designed to be
cyclically symmetric, so that each blade is identical and the disk
or hub is perfectly periodic. Mistuning refers to variations in the
blades or the disk/hub that arise as a result of manufacturing
variations, wear, or damage. These variations lead to significant
changes in the dynamic response of bladed disks. The vibration
modes of a bladed disk can become localized, leading to large
vibration amplitudes that contribute to accelerated fatigue and
failure.

The variations in blade and hub properties are random in na-
ture, making bladed disk forced response difficult to predict. In
some instances, mistuning leads to excessively large vibration am-
plitudes that quickly lead to fatigue failure. Predicting the maxi-
mum response that a particular bladed disk design can experience
has been a research area of interest for quite some time. White-
head@1# first addressed this issue in 1966 by developing algebraic
expressions for the maximum response based on the number of
blades on a bladed disk, though he was not able to demonstrate
that result numerically. Whitehead@2# later considered the special
case of structural coupling, though he later asserted that this result
was incorrect and that his original solution was applicable in all
cases@3#. In his latest paper on maximum response@3#, Whitehead
considered example cases in which his proposed maximum would
occur, though these cases were not demonstrated through numeri-
cal simulations or experiments.

A number of other approaches have been proposed for deter-
mining maximum response in a bladed disk design. Dye and
Henry @4# used Monte Carlo simulations with a simple numerical
model based on measured system properties to statistically esti-
mate the maximum response of a bladed disk. A number of other
researchers have proposed various methods to determine the sta-
tistical distribution of mistuned forced response amplitudes from
which the maximum response can be estimated, for example,
Refs. @5#, @6#. Sinha @7# recently proposed an upper bound on
maximum response using an infinity norm approach. Rivas-
Guerra and Mignolet@8# and Petrov and Ewins@9# used numerical
optimization techniques to obtain maximum response in bladed
disk models.

A distinct approach to determining maximum response is to

consider the physical effects of mistuning on the dynamic charac-
teristics of a bladed disk and to determine how each of these
physical effects influences the forced response. Kenyon and Grif-
fin @10# identified two primary physical mechanisms associated
with increases in forced response amplitudes due to mistuning in a
single family of bladed disk modes, frequency splitting and mode
distortion. Frequency splitting describes the separation of the re-
peated natural frequencies that occur in tuned bladed disks into
two distinct natural frequencies. Mode distortion refers to har-
monic content in the mode shape of a mistuned system in addition
to the fundamental wave form of the nominally tuned mode.
MacBain and Whaley@11# derived an analytical solution for the
maximum response due to frequency splitting that agreed with the
numerical results of Ewins@12#. Their result was later corrobo-
rated by Kenyon and Griffin@10#. Kenyon et al.@13# recently
developed a theory for predicting the maximum forced response
in a bladed disk from mode distortion in a single structural mode.
It was also noted in Ref.@13# that the maximum response derived
there was robust. In other words, if a bladed disk is intentionally
mistuned to exhibit that maximum response, then small, uninten-
tional random mistuning will not significantly affect the response
amplitude of the bladed disk. These results were demonstrated
numerically.

Mistuning makes experimental investigation of bladed disk dy-
namics especially challenging. The variations in system properties
associated with mistuning may be smaller than the uncertainty in
the measurements. As a result, correlation of experimental data to
numerical or analytical models is difficult since there are undeter-
mined variations in the system properties and uncertainty in how
these variations will affect the response of a bladed disk that is
being tested. In addition, measurement devices that contact the
blades such as strain gages or accelerometers can actually contrib-
ute to mistuning. Qualitative studies of the effects of mistuning
have been conducted experimentally, for example, Refs.@14#,
@15#, and some researchers have reported some success in predict-
ing and measuring the natural frequencies and mode shapes of
mistuned bladed disks@16,17#. However, agreement between pre-
dicted and measured forced response amplitudes has remained
elusive, for instance, Refs.@17#, @18#.

This paper describes an experiment in which the maximum re-
sponse predicted by the theory in Ref.@13# is demonstrated. A
bladed disk with simple geometry has been designed for sensitiv-
ity to mistuning in an isolated family of first bending modes. The
tuned system is characterized, and the mistuning necessary to ob-
tain maximum response is calculated. This mistuning is imple-
mented on the bladed disk by varying masses attached to the blade
tips. The forced response of the system to an engine order travel-
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ing wave excitation is measured and compared to the tuned sys-
tem response to demonstrate the maximum magnification of the
response amplitude. In addition, small random mistuning is added
to the system, and the response is measured to demonstrate that
the maximum response is robust.

2 Review of Theory
This section briefly reviews the theory presented in Ref.@13#.

Additional details about the derivation as well as a discussion of
the physical implications of the results can be found in Ref.@13#.
Consider the mass-spring-damper system shown in Fig. 1. The
equation of motion for thejth mass is

mjẍj1~cj12cc!ẋ j2cc~ ẋ j 211 ẋ j 11!1~kj12kc!xj2kc~xj 21

1xj 11!5 f j~ t !, j 50,1,...,N21, (1)

where the ‘‘˙’’ superscript indicates differentiation with respect to
time and N represents the number of blades on the disk. The
system is cyclic such thatx05xN . The equations of motion for
the entire system can be written in matrix form

Mẍ1Cẋ1Kx5f~ t !. (2)

This formulation allows for mistuning in both mass and stiffness
parameters. Thus the mass matrixM5M +1DM , where the super-
script ‘‘+’’ indicates the tuned system matrix, andDM is a diago-
nal matrix whosejth element represents a small perturbation in the
mass of thejth sectormj . Similarly, the stiffness matrixK5K +

1DK , whereDK is a diagonal matrix containing small perturba-
tions in the blade stiffnesseskj . Finally, it is assumed that the
dampingC is proportional to a linear combination of the tuned
mass and stiffness matrices,M + andK +.

The tuned modes are determined forDK5DM50 from the
standard structural eigenvalue problem

K +F +5M +F +V +2, (3)

whereF + is a matrix whose columns represent the tuned modes in
real form andV +2 is a diagonal matrix consisting of the squares of
the tuned natural frequencies of the system. The tuned mode
shapes are extended and wavelike in form, withm equally spaced
nodal diameters. It is well known that the tuned system exhibits
repeated natural frequencies for eachm exceptm50 and, in the
case ofN even,m5N/2. The modes corresponding to the repeated
frequencies can be expressed asfm j

+S5bm sinmuj and fm j
+C

5bm cosmuj , whereu j52p j /N. The modes form50 andN/2
have the formbm cosmuj . The tuned modes are orthogonal with
respect to the tuned mass, damping, and stiffness matrices, such
that

fI m
+ M +fI n

+ 5mmdmn , (4)

fI m
+ CfI n

+ 5cmdmn , (5)

fI m
+ K +fI n

+ 5kmdmn , (6)

where dmn is the Kronecker delta, andm and n now represent
general mode indices,$m,n%P$0,1,N21%.

The forced response of the tuned system to an engine order
traveling wave excitation is considered. The excitation of thejth
mass can be described mathematically:

f j~ t !5 f 0 cos~Eu j2vt !. (7)

Using standard modal analysis techniques, it can be shown that
the amplitude of the steady-state response of each blade is the
same, and at resonance (v'vm5E for small damping!, this am-
plitude is

xtuned5FEbE /cEvE , (8)

where FE is the modal force in the mode corresponding to the
engine order of the excitation,FE5bEf 0hE , and hE5N for E
P$0,N/2% andhE5N/2 otherwise.

The tuned modes form a complete basis spanning the same
displacement space as the mistuned modes. Therefore the mis-
tuned mode resulting in maximum response can be written as a
linear combination of the tuned modes,

fI 5 (
m50

M

amfI m
+S1bmfI m

+C (9)

with M5(N21)/2 for N odd or M5N/2 for N even. Eacham
and bm is a real constant signifying the contribution of themth
tuned modes to the mistuned mode.

The blade that exhibits the highest response can be at any lo-
cation on the disk. For mathematical convenience, this blade is
assigned the reference coordinateu50 ~i.e., j 50), so that the
contributions of the sine modesfm

+S at this blade location are zero.
The component of the mode, Eq.~9!, at j 50, denotedf0 , will be
used for this discussion. It is assumed that damping is sufficiently
small and that the frequencies are sufficiently separated so that
only the response of a single mode must be considered. Noting
thatbm are the arbitrary coefficients of the tuned modes and scal-
ing thebm in Eq. ~9! such that the contribution of the tuned mode
corresponding to the engine order of the excitationbE51, the
mode component atu50 is written

f05bE1 (
mÞE

bmbm . (10)

Examining the response in the mode, Eq.~9!, and using similar
modal analysis techniques as in the tuned analysis, the maximum
mistuned forced response occurs at bladej 50 and can be shown
to be

xmax5FEf0 /cE* vE* , (11)

Fig. 1 Lumped parameter model of bladed disk dynamics
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where the ‘‘* ’’ superscript implies mistuned values. It can be
shown that the modal forceFE remains the same as for the tuned
case@13#.

From Eqs.~8! and ~11!, it is clear that frequency changes can
cause changes in forced response amplitude not generally associ-
ated with mistuning. Therefore it is assumed here thatvE5vE* .
The tuned modes are scaled so thatbE51, and the magnification
in the response amplitude due to mistuning is defined,g
5xmax/xtuned. Thus from Eqs.~8! and ~11!,

g5f0cE /cE* , (12)

where thebE in f0 , Eq. ~10!, is unity. Using orthogonality, the
mistuned modal dampingcE* is written

cE* 5cE1 (
mÞE

bm
2 cm . (13)

It is convenient to choose the mode scaling factorsbm , so that all
of the modes have the same modal dampingcm . Modes are com-
monly normalized so that the modal mass is unity. In this case,
however, the tuned modes are normalized so that the modal damp-
ing equalscE ,

fI m
+ CfI m

+ 5cE , m50,1,...,N21 (14)

Using Eq.~14! with Eqs.~10! and~13!, the amplitude magnifica-
tion in Eq. ~12! becomes

g5
11(mÞEbmbm

11(mÞEbm
2

. (15)

The maximum mistuned response of the bladed disk can be
found by maximizing Eq.~15! with respect to all of thebm simul-
taneously. After some algebra, it can be shown that a relationship
exists between thebm and thebm at the maximum. Selecting one
of the modes as a reference and labeling it theRth mode, this
relationship is expressed as

bm* /bR* 5bm /bR , (16)

where the ‘‘* ’’ superscript now indicates optimum values. Using
this result and defining

g5 (
mÞE

bm
2 /bR

2, (17)

Eq. ~15! can be rewritten in terms of one variable,bR* . After some
algebra, the maximum amplitude magnification factor is obtained,

gmax5
11gbRbR*

11gbR*
2

. (18)

SincebR and g are defined by the tuned system properties, Eq.
~18! represents an optimization problem in only one variable,bR* .
A simple expression for the optimum value ofbR* can be found by
setting the derivative ofgmax equal to zero,

bR* 5
211A11gbR

gbR
. (19)

It should be noted that the amplitude magnification factor in Eq.
~15! can be maximized either directly or by using the simpler
expressions in Eqs.~18! and ~19!.

3 Bladed Disk Characterization and Optimization

3.1 Bladed Disk Design. In order to obtain an appropriate
test article to demonstrate the theory described in the previous
section, a bladed disk was designed to have an isolated family of
first bending modes. To achieve this, long slender blades were
selected for the bladed disk. For ease of manufacture, the bladed
disk was designed from steel sheet metal. An important design

consideration was the sensitivity of the bladed disk to mistuning.
The bladed disk could not be too sensitive to mode distortion from
mistuning so that a reasonable estimate of the tuned response
could be made even with small, inadvertent mistuning from manu-
facturing variations. However, the bladed disk had to be sensitive
enough to obtain the maximum response with physically realiz-
able mistuning.

The bladed disk was fabricated from 0.125-in. steel sheet and
had 18 blades. During the experiment, mistuning was applied to
the bladed disk by adding masses to the blade tips. Therefore
small steel blocks with equal masses were added to the tips of
each of the blades in the nominally tuned system so that the fre-
quency of the optimally mistuned mode would be approximately
the same as the frequency of the tuned modes. For the tuned
system, equal masses of 11.72 g were attached to each blade using
accelerometer wax. The masses were measured to an accuracy of
60.02 g. In the optimized system, variable masses were attached
to the blade tips according to the mistuning needed for maximum
response.

To assist in design and analysis, a finite element model of the
bladed disk was developed as shown in Fig. 2. The model con-
sisted of 8-noded solid elements and had 91,692 degrees of free-
dom. Part of the fixture assembly used in the experiment, a cylin-
drical clamp, was included in the model to obtain a more accurate
estimate of the boundary conditions on the bladed disk. The cyl-
inder was fixed at an axial location consistent with the experimen-
tal setup. The masses at the blade tips of the actual system were
modeled by increasing the density of the elements at the tips of
the blades in the model.

3.2 Tuned System Characterization. The dynamic charac-
teristics of the nominally tuned bladed disk were determined ex-
perimentally. The bladed disk was mounted in a fixture as shown
in Fig. 3. The fixture consisted of a cylindrical clamp assembly
that provided a uniform boundary condition on the inner diameter
of the disk. The clamp was mounted in a four-jaw lathe chuck and
secured on a multi-ton granite table to isolate the system from its
surroundings. For reference, the blades were numbered sequen-
tially from 1 to 18. A noncontacting eddy current probe was fixed

Fig. 2 Finite element model of experimental bladed disk

Journal of Turbomachinery OCTOBER 2003, Vol. 125 Õ 675

Downloaded 31 May 2010 to 171.66.16.27. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



under the tip of one of the blades~blade 17!. The outputs from the
probe and from an instrumented hammer were connected to a
spectrum analyzer, which was in turn connected to a desktop com-
puter with commercially available modal analysis software in-
stalled. During data acquisition, the transfer function between the
displacement of the tip of the instrumented blade and the input
force on each blade was determined. Ten transfer functions were
acquired and averaged for each blade using Hanning windows for
signal processing. Each modal test was performed twice to verify
repeatability, and the results were averaged.

The natural frequencies, damping, and mode shapes of the first
bending family of modes in the nominally tuned system were
measured using a frequency resolution of 0.0625 Hz. The natural
frequencies of the tuned system are plotted as a function of the
number of nodal diameters in the mode shape in Fig. 4. The slight
mistuning in the system caused some of the repeated frequency
pairs to split. In this case, the average of the two frequencies in
the pair was taken as the tuned~repeated! natural frequency. The
three nodal diameter tuned modes were selected for optimization
for maximum response. As seen in Fig. 4, the three nodal diameter
modes were somewhat isolated from the other modes, reducing
their sensitivity to distortion~see Ref.@19#!. As a result, exciting
these modes with a three engine order excitation will provide a
reasonable estimate of the tuned system response. However, the
overall spacing of the frequencies in the first bending mode family
is still sufficiently close that the maximum response can be ob-
tained with physically viable mistuning.

The mode shapes of the three nodal diameter modes were ex-
amined by splitting the nominally repeated frequency pair into

distinct natural frequencies. Six masses weighing 0.32 g each
were added to the blades in an evenly spaced manner, resulting in
a six harmonic mistuning pattern with blade 1 atu50 ~see Ref.
@10# for a discussion of frequency splitting and the prescribed
mistuning distribution!. The mistuning split the three nodal diam-
eter mode pair into individual cosine~113.7 Hz! and sine~114.3
Hz! modes, Fig. 5. The measured modes are compared with pure
sine and cosine waves in the figure. The mode shapes agree well
with the sine and cosine functions, indicating that even with the
splitting in the natural frequencies, the modes are relatively undis-
torted. The lack of distortion in the tuned mode shapes verifies
that an accurate estimate of the tuned forced response to an engine
order traveling wave excitation can be obtained.

The damping measured in the tuned modes is shown in Table 1.
The damping ratio in the three nodal diameter modes, or the
modes of interest, wasz tuned50.00063. To obtain an accurate
measurement of the damping values, the repeated frequency pairs
were split as described previously, and the modal damping was
taken as the average for the two modes in the pair. The damping
values in Table 1 were used to optimize the mistuning for maxi-
mum response, as will be described in the next section.

3.3 Mistuning Optimization for Maximum Response.
The bladed disk was optimized for maximum forced response
according to the theory presented in Ref.@13# and in Sec. 2. For
the optimization, the modal damping constantscm were calculated
from the measured damping ratios using

cm54pmmf mzm , (20)

where f m is the measured frequency in cycles per second andzm
is the measured modal damping ratio of themth tuned mode. The
modal massmm is obtained from

Fig. 3 Experimental setup for measuring natural frequencies,
damping, and mode shapes of the bladed disk

Fig. 4 Natural frequencies versus nodal diameters for the
tuned bladed disk

Fig. 5 Nominally tuned cosine „113.7 Hz… and sine „114.3 Hz…
mode shapes

Table 1 Modal damping in nominally tuned bladed disk

ND 0 1 2 3 4
Damping~z! 0.00079 0.00078 0.00067 0.00063 0.00067

ND 5 6 7 8 9
Damping~z! 0.00070 0.00068 0.00072 0.00068 0.00073
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mm5fI m
+HM +fI m

+ , (21)

wherefm j
+ 5ei2pm j/N/A2, m50,1,...,N21, and the operatorH de-

notes the Hermitian. Here the tuned mass matrixM + is a diagonal
matrix whose elements are equivalent lumped masses for each
blade, determined by treating each blade as a cantilevered beam
and integrating the kinetic energy of the blade motion over the
length of the blade@20#. The masses added to the blade tips in the
experimental bladed disk are also added to the equivalent lumped
masses from this calculation. The mode resulting in maximum
response was determined from the optimization, and the predicted
maximum amplitude magnification was calculated, 1.918.

The method presented in Ref.@13# for calculating the inten-
tional mistuning for maximum response was extended to compute
the mass mistuning needed for maximum response in the experi-
mental bladed disk. The eigenvalue problem for the tuned natural
frequencies and modes can be described in matrix form by

K +F +5M +F +V +2, (22)

whereF + is a matrix whose columns are the tuned modes of the
system written here in complex exponential form, andV +2 is
again a diagonal matrix consisting of the squares of the tuned
natural frequencies of the system. The modes are normalized so
that the modal mass of each tuned mode is unity,

F +HM +F +5I , (23)

F +HK +F +5V +2. (24)

Mistuning is assumed to occur in the mass matrix, so that the
mistuned mass matrixM5M +1DM , where DM is a diagonal
matrix consisting of the mistuning of each blade. The mistuned
modes are written as a linear combination of the tuned modes,
F5F +B, where thepqth element ofB denotes the contribution
of thepth tuned mode to theqth mistuned mode. Using Eqs.~23!
and ~24!, the mistuned eigenvalue problem can be written,

V +2B5~ I1DM̂ !BV2. (25)

Here, V2 is a diagonal matrix consisting of the squares of the
mistuned natural frequencies, and theDM̂ matrix is derived by
projecting the mistuning onto the tuned modes,

DM̂5F +HDMF +. (26)

Considering a mistuned mode with natural frequencyv for the
optimization, Eq.~25! can be reduced to

2v2DM̂bI c5~v2I2V +2!bI c, (27)

wherebI c is the column ofB corresponding tov and consists of
the mode participation termsbm described in Sec. 2 recast to
correspond to the complex form of the tuned modes.

The matrix DM̂ can be rearranged to obtain the mistuning
needed for the mode described bybI c. This matrix consists of
elementsDM̂ pq , whereDM̂ pq5fI p

+HDMfI q
+ . Since the tuned sys-

tem exhibits cyclic symmetry,DM̂ pq can be written as a summa-
tion over sectorsj of the system,

DM̂ pq5(
j 50

N21

fI p
+~ j !HDM ~ j !fI q

+~ j ! . (28)

The mode at thejth sector can be written as the mode at the zero
sector with a phase shift@21#,

fI p
+~ j !5ei2pp j /NfI p

+~0! . (29)

Therefore Eq.~28! can be recast,

DM̂ pq5(
j 50

N21

ei2p~q2p! j /NfI p
+~0!HDM ~ j !fI q

+~0! . (30)

The family of modes being considered here consists of first
bending blade modes. Therefore Eq.~30! can be simplified by
considering only tip displacements,

fI p
+~0!→bp , (31)

wherebp is the scalar complex displacement of the blade tip in the
zero sector in thepth tuned mode. In addition, the sector mistun-
ing DM ( j ) is reduced to a lumped massdmj at the blade tip. Thus

DM̂ pq5bp* bq(
j 50

N21

ei2p~q2p! j /Ndmj , (32)

where the ‘‘* ’’ operator denotes the complex conjugate. Letting
r 5q2p,

DM̂ pq5bp* bqm̄r , (33)

where

m̄r5(
j 50

N21

ei2pr j /Ndmj (34)

andr 50,1,...,N21 due to the periodic nature of the disk~see Ref.
@13#!. This expression is therth element of the discrete Fourier
transform of the mass mistuning at the blade tips.

The left side of Eq.~27! can be algebraically rearranged and
expressed in terms of them̄r ,

2v2DM̂bI c52v2Dm̄, (35)

where the matrixD reflects a regrouping of the known terms,

D5F b0* b0b0
c b0* b1b1

c
¯ b0* bN21bN21

c

b1* b1b1
c b1* b2b2

c
¯ b1* b0b0

c

] ] � ]

bN21* bN21bN21
c bN21* b0b0

c
¯ bN21* bN22bN22

c

G .

(36)

With Eqs.~35! and ~36!, Eq. ~27! is rewritten,

2v2Dm̄5~v2I2V +2!bI c. (37)

This expression is solved form̄ using linear algebra techniques,
and the physical mass mistuning for maximum response is calcu-
lated using the inverse Fourier transform ofm̄,

dmj5
1

N (
r 50

N21

e2 i2pr j /Nm̄r . (38)

The method was applied to determine the mistuning necessary
to obtain the optimum mode for maximum response. For the cal-
culations, the mistuned natural frequency was selected to be the
same as the tuned frequency for consistency with the maximum
response theory in Sec. 2. To implement the intentional mistuning
in the bladed disk, small steel blocks were fabricated and ground
to the appropriate weight. These masses were accurate to60.02 g.
The mistuning is shown in terms of blade frequency variations in
Table 2. The maximum variation in an individual blade frequency
was approximately 40%. The calculated mistuning for maximum
response is significantly larger than what is typically observed or
considered in gas turbine bladed disks, for instance Ref.@5#. How-

Table 2 Mistuning distribution for experimental bladed disk

Blade 1 2 3 4 5 6
Dv 22.1% 39.8% 28.7% 22.4% 3.5% 1.2%

Blade 7 8 9 10 11 12
Dv 21.5% 1.6% 1.5% 21.4% 1.5% 1.6%

Blade 13 14 15 16 17 18
Dv 21.5% 1.2% 3.5% 22.4% 28.7% 39.8%
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ever, the large mistuning results from designing the experimental
bladed disk to be insensitive to mode distortion so that the tuned
response could be obtained. It should be noted that the intentional
mistuning strategy derived here places no restrictions on the size
of the mistuning. Furthermore, the theory on maximum response
is derived in terms of mode shape and does not depend directly on
the size of the mistuning. As a result, the predicted maximum
response may often be achieved in bladed disks with different
tuned system characteristics using smaller mistuning, see, for ex-
ample, Ref.@13#.

The optimized mode was measured using the experimental
setup previously described. The measured mode shape in the op-
timum mode of interest is shown compared to the theoretically
optimum mode in Fig. 6. The optimum mode shape calculated
using the finite element model of the bladed disk is also shown.
The modes are normalized to have unit length. As seen in the
figure, the mode obtained experimentally agrees well with the
theoretically predicted mode shape for maximum response. Blade
1 ~u50! can be seen to demonstrate the largest response. Based on
these results, the mistuning for maximum response was success-
fully calculated for the bladed disk, and the mode for maximum
response was obtained.

Although the frequencies of the mistuned modes were split in
the bladed disk, the frequencies of the optimum mode and its
complement were too close to yield meaningful results in a forced
response test with a traveling wave excitation. Therefore addi-
tional masses weighing 0.32 g were added in a six-harmonic pat-
tern to split these frequencies by approximately 1 Hz. The natural
frequency of the optimum mode after splitting was 113.0 Hz. The
damping measured in the optimum mode waszopt50.00080. The
optimized mode shape did not change appreciably from that
shown in Fig. 6 when frequency splitting was added to the system.

3.4 Numerical Simulations and Damping. A lumped pa-
rameter model~Fig. 1! of the experimental bladed disk was de-
veloped to perform forced response simulations. The equivalent
lumped mass and stiffness parameters for the individual blades
were obtained by treating the blades as cantilevered beams and
integrating the kinetic and elastic strain energies over the length of
the blade as described in the previous section and in Ref.@20#.
The coupling stiffness,kc in Fig. 1, was obtained by fitting the
natural frequencies of the lumped parameter system to the mea-
sured frequencies in Fig. 4. Forced response simulations were
performed using the lumped parameter model to verify the pre-
dicted amplitude magnification and optimization described in the
previous section. The modal damping values measured in the
tuned bladed disk were used in the forced response simulations.
The predicted amplitude magnification was obtained in the nu-
merical forced response simulations. Similar results were obtained
using the finite element model for forced response simulations.

It was observed in numerical forced response simulations that
the damping in the tuned modes and the optimized mode are pre-
dicted to be approximately the same in the application of the
theory described here and in Ref.@13#. From the results presented
here, this was not the case in the experiment. The measured damp-
ing in the three nodal diameter modes wasz tuned50.00063, and
the damping in the optimum mistuned mode waszopt50.00080. It
was found that the measured damping depended on the amplitude
of the response, and in turn, on the amplitude of the excitation.
This result is not surprising given the clamped boundary condition
at the disk inner diameter. This boundary condition introduces
friction damping that depends on how strongly the disk vibrates.
The damping values given in Table 1 were obtained using consis-
tent excitation amplitudes. Therefore the relative damping values
in the tuned system were essentially unaffected by the amplitude
dependence, and the optimization and predicted amplitude magni-
fication were considered accurate for this bladed disk. In the op-
timized mode, the strong response in blade 1 led to an increase in
the damping for that mode. The damping will be discussed in
more detail later with regard to the traveling wave forced response
experiment.

4 Traveling Wave Forced Response Experiment

4.1 Description of Experiment. An experiment was con-
ducted to measure the response of the bladed disk to an engine
order traveling wave excitation. The traveling wave excitation was
designed to simulate an excitation that may be experienced by a
bladed disk in an engine. The test setup for the forced response
test is shown in Fig. 7. The setup consists of the bladed disk
mounted on a stand, with an electromagnet positioned behind each
blade. The stand and the electromagnets were fixed at one end of
a vibration isolation table. A single-point laser vibrometer was
mounted on a two-dimensional traverse at the other end of the
table, with the beam focused at the plane of the bladed disk sur-
face. The electromagnets and the vibrometer were computer con-
trolled using commercially available test control and data acqui-
sition software. The traveling-wave excitation system is described
in more detail in Ref.@22#. Transfer functions were measured for
each blade over a frequency range of 100–200 Hz with a fre-
quency increment of 0.0244 Hz. Blade tip velocities were deter-
mined for the transfer functions rather than tip displacements.
However, the displacements are obtained by integrating the ve-
locities in time. This results in division by the frequency of the
response. Since the amplitude magnification, or the ratio of the
maximum response to the tuned response, was to be determined
and the system was designed to respond at approximately the
same frequency in the tuned or optimized configuration, this cal-

Fig. 6 Optimum mode shape for maximum response

Fig. 7 Test setup for traveling wave forced response test
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culation was omitted. The estimated uncertainty in the amplitude
magnification factor for each blade in this experiment was64%
@23#.

It was pointed out previously that the damping in the bladed
disk was nonlinear and amplitude dependent. This does not satisfy
the damping assumption presented here and in Ref.@13#. How-
ever, the predicted maximum response from the theory can still be
demonstrated if the damping in the system is equivalent to the
damping that would occur if the theoretical assumption were sat-
isfied. As pointed out in the previous section, this condition is
satisfied if the damping ratios in the tuned and optimized systems
are approximately equal. With amplitude dependent damping, this
can be accomplished in the traveling wave experiment by adjust-
ing the input force amplitudes for the tuned and optimized sys-
tems to achieve the same damping in both. The difference in the
forces used to test the tuned and optimized systems is accounted
for since transfer functions are measured. Thus an increase in the
amplitude of the transfer function indicates an increase in the
forced vibration response amplitude due to mistuning.

Experiments were performed in which the response of the
bladed disk was measured for the tuned and optimized systems
with various forcing amplitudes. The damping for the tuned and
optimized systems was obtained using a half-power bandwidth
estimate from the measured response data. It was found that with
an excitation amplitude of 1 Vpp, the damping in the tuned system
wasz50.0012. It should be noted that the frequencies of the tuned
modes were intentionally split for this measurement. With an ex-
citation amplitude of 250 mVpp, the damping in the optimized
system was also found to bez50.0012. Therefore these excitation
levels ~1 Vpp for the tuned system and 250 mVpp for the opti-
mized system! were used to evaluate the theoretical prediction of
maximum amplitude magnification.

4.2 Maximum Amplitude Magnification. With the excita-
tion levels selected, the amplitude magnification in the optimized
bladed disk was determined. For the optimized system, the re-
sponse of the bladed disk to a third engine order traveling wave
excitation with an amplitude of 250 mVpp was measured. The
transfer functions for all 18 blades are shown in Fig. 8. As ex-
pected~see Fig. 6!, the maximum response occurred in blade 1
~u50!. The other blades exhibited a relatively small amplitude in
the mode with maximum response, indicating that the response
was localized at blade 1. It should be noted that the resonant peaks
in the transfer functions were well-separated, so that interaction
between different modes was limited. The maximum response at
this excitation was 33.73 mm/s/V at a frequency of 112.8 Hz.

To obtain the tuned system response, the tuned masses were
attached to the blade tips, and the forced response of the system
with an excitation amplitude of 1 Vpp was tested, as shown in Fig.

9. As can be observed in the figure, there was some mistuning
inherent in the system. An initial approximation of the tuned re-
sponse was calculated by taking the average of the resonant am-
plitudes of the individual blade responses. In this manner, the
tuned response was estimated at 16.55 mm/s/V at a frequency of
approximately 114.1 Hz. Based on these results, the amplitude
magnification was 2.04, approximately 6% higher than the theo-
retical magnification of 1.918. However, a refinement in the tuned
data analysis leads to improved agreement.

As in any bladed disk, small mistuning was present in the
bladed disk described here. Since the bladed disk was designed to
be relatively insensitive to mode distortion, the primary effect of
this small mistuning was to split the frequencies of the three nodal
diameter modes. Therefore the analytical result of MacBain and
Whaley @11# was used to obtain a better estimate of the tuned
response based on the measured response. To compare the analyti-
cal model to the experimental data, analytical transfer functions
were calculated based on Ref.@11# and compared to the measured
transfer functions. The analytical model predicted that there would
be three distinct transfer functions that repeat cyclically in the
blades. The experimental transfer functions occurred in three dis-
tinct bands of similar transfer functions that repeat in a cyclic
fashion, Fig. 9. For each of these bands, an average transfer func-
tion was computed pointwise as a function of frequency. The three
transfer functions that were obtained in this manner were com-
pared to the three transfer functions from the analytical model.

The analysis in Ref.@11# depends on several key parameters.
The damping in the system and the amount of frequency separa-

Fig. 8 Forced response of optimized bladed disk with maxi-
mum response

Fig. 9 Forced response of nominally tuned bladed disk

Fig. 10 Fit of experimental transfer functions to frequency
splitting model of MacBain and Whaley †11‡
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tion in the sine and cosine mode pair appear explicitly in the
formulation. In addition, it is well-known that a six nodal diameter
harmonic mistuning pattern will split the natural frequencies of
the three nodal diameter mode pair, but to determine how particu-
lar blades will respond, the orientation of the mistuning pattern on
the disk must be determined. Finally, the response amplitudes in
Ref. @11# are normalized by the tuned system response. Therefore
the tuned system response must be determined as a normalization
factor. Determination of this last parameter, the tuned system re-
sponse, provides the desired improved estimate of the tuned
response.

The analytical frequency splitting model was fit to the experi-
mental data by determining appropriate values of these param-
eters. The damping measured in the experiment was used, and the
remaining parameters were systematically adjusted to obtain a
best fit of the analytical transfer functions to the transfer functions
obtained in the experiment. The frequencies from the experiment
were normalized,g, according to the convention in Ref.@11#, and
the response amplitudes were normalized by an assumed tuned
response value of 17.58 mm/s/V. The frequency splitting and mis-
tuning orientation were adjusted in the analytical model. The ex-
perimental transfer functions were compared to the analytical
transfer functions, Fig. 10. Reasonable agreement can be seen
between the measured and analytical transfer functions.

As a second check, the distribution of the response around the
disk was examined. Here, the maximum response of each indi-
vidual blade over the frequency range considered was determined
and compared to the distribution predicted using Ref.@11#. Again,
the experimental data were normalized by the assumed tuned re-
sponse of 17.58 mm/s/V. The result is given in Fig. 11. The ana-
lytical result and the experimental result show good agreement.
Therefore the assumed tuned response amplitude can be used to
estimate the amplitude magnification. Using the improved esti-
mate of the tuned system response of 17.58 mm/s/V, the amplitude
magnification in the system is 1.92, which agrees very well with
the theoretically predicted amplitude magnification of 1.918. It
should be noted that the extraordinary agreement between the
theory and the experimental results is fortuitous given that the
uncertainty in the experiment is64%. However, it is clear that the
theory predicts the measured response within the practical limita-
tion of experimental uncertainty.

5 Robustness of Maximum Response
As pointed out in Ref.@13#, the maximum forced response de-

rived in Sec. 2 is robust with respect to small random variations in
the system properties. In other words, if a system is intentionally
mistuned for maximum response, additional small random mistun-
ing will not significantly change the maximum forced response
amplitude. The robustness of the system response is a direct con-
sequence of the process used to obtain the maximum response.
The amplitude magnification factor, Eq.~15!, can be thought of as

a continuous function whose domain is anN-dimensional space
spanned by the elements of the modal content vector$bm%. The
maximum of this function is found by setting the gradient of the
function to zero and solving for the$bm% that satisfies this condi-
tion. The mapping of$bm% onto the mistuning space spanned by
the elements ofDM , $dmj%, is a bijection except for an arbitrary
rotation around the disk due to the periodicity of the system. As a
consequence, the maximum in the forced response with respect to
bm implies a maximum with respect todmj . The gradient of the
forced response function in theN-dimensional$dmj% space is zero
and small variations indmj will have minimal impact on the
forced response amplitude.

To observe the robustness of maximum response quantitatively
in the experimental bladed disk would require a large number of
tests in which a small random mistuning distribution is added to
the masses on the blade tips. Such an experiment would be diffi-
cult and time consuming. However, the robustness of the opti-
mized disk can be observed qualitatively using only a small num-
ber of tests with random mistuning. Here, the robustness of the
system is illustrated by examining to what degree the responses of
individual blades change when random mistuning is added.

A sensitivity study of the bladed disk was performed by adding
small random mistuning to the nominally tuned bladed disk and to
the intentionally mistuned bladed disk with maximum response.
Three random mistuning patterns were computed using a random
number generator. The random mistuning consisted of normally
distributed sets of mass variations with a standard deviation of
1.75% of the nominal mass of a tuned blade. The additional mass
mistuning was implemented on the bladed disk by moving the
masses already on the blade tips a distance along the blade length
that would result in the same kinetic energy change as the addition
or removal of the mass specified in the mistuning pattern. The
same random mistuning patterns were used for the optimized sys-
tem and the nominally tuned system. The forced response of the
system was measured, and the maximum response of each blade
over the frequency range was determined.

To facilitate discussion, the response of blade 1 is considered.
The results of the sensitivity study for blade 1 are shown in Fig.
12. For each of the three random mistuning patterns, the response
amplitude of blade 1 is normalized by the appropriate ‘‘baseline’’
result, or the amplitude of blade 1 with the bladed disk in either
the optimized or tuned configuration with no random mistuning.
Thus the data shown in the figure indicate the amount by which
the response amplitude of blade 1 changes as a result of small,
random mistuning.

For the optimized system, the response amplitude of blade 1
changes little when small random mistuning is added. The maxi-
mum change from the baseline value is approximately 7%. In

Fig. 11 Response distribution comparison between experi-
mental results and MacBain and Whaley †11‡ model

Fig. 12 Variation of blade 1 response due to small random
mistuning
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contrast, the response amplitude of blade 1 on the nominally tuned
bladed disk varies significantly with small random mistuning. The
maximum change from the baseline value is 36%. It should be
noted that this significant variation occurs despite the fact that the
bladed disk was designed to be relatively insensitive to mode
distortion from small mistuning. Thus it may be expected that
even larger variations in the response of the nominally tuned sys-
tem would occur if the bladed disk were more sensitive, i.e., the
tuned frequencies were more closely spaced@19#, as is typically
the case in realistic bladed disk geometries. Furthermore, a reduc-
tion in the response amplitude is seen in Fig. 12 for the nominally
tuned system, though in general an increase or a decrease may
occur. Results similar to those shown here were observed for all
the blades on the disk. Thus it is clear that the response of the
optimized bladed disk is robust, particularly in comparison to the
response of the nominally tuned system.

6 Conclusions
An experiment was conducted to demonstrate the theory devel-

oped in Ref.@13# for robust maximum bladed disk forced re-
sponse from distortion of a structural mode. A bladed disk was
designed to be sufficiently sensitive in the first bending family of
modes so that the maximum forced response could be obtained.
The nominally tuned system properties were measured, and based
on the measured damping, the system response was optimized.
The mistuning needed to obtain the optimal mode for maximum
response was calculated and implemented on the bladed disk by
varying the masses of small steel blocks attached to the blade tips.
The mode shape obtained in this manner compared well to the
theoretically predicted mode shape for maximum response.

With appropriate steps taken to account for a discrepancy be-
tween the assumed and actual damping in the system, the nomi-
nally tuned and optimized forced response of the bladed disk to a
third engine order traveling wave excitation was measured. As an
initial estimate, the tuned forced response was calculated by av-
eraging the individual responses of the blades for the nominally
tuned system. The amplitude magnification factor was 2.04, which
was 6% higher than the theoretically predicted magnification of
1.918. The estimation of the tuned response was refined by apply-
ing an analytical frequency splitting model to the experimental
data. Using this refinement, the amplitude magnification factor
was 1.92, very close to the theoretical value.

The robustness of the optimized system was shown qualita-
tively. With three small random mistuning patterns added to the
optimized system, the response of the system did not change sig-
nificantly. However, the same mistuning patterns caused sizeable
changes in the response of the nominally tuned system. These
results indicate that the maximum response of the optimally mis-
tuned bladed disk was robust, particularly in comparison to the
nominally tuned system.
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Experimental and Numerical
Investigation of Impingement on a
Rib-Roughened Leading-Edge
Wall
Effective cooling of the airfoil leading edge is imperative in gas turbine designs. Among
several methods of cooling the leading edge, impingement cooling has been utilized in
many modern designs. In this method, the cooling air enters the leading edge cavity from
the adjacent cavity through a series of crossover holes on the partition wall between the
two cavities. The crossover jets impinge on a smooth leading-edge wall and exit through
the film holes, and, in some cases, form a cross flow in the leading-edge cavity and move
toward the end of the cavity. It was the main objective of this investigation to measure the
heat transfer coefficient on a smooth as well as rib-roughened leading-edge wall. Experi-
mental data for impingement on a leading-edge surface roughened with different conical
bumps and radial ribs have been reported by the same authors previously. This investi-
gation, however, deals with impingement on different horseshoe ribs and makes a com-
parison between the experimental and numerical results. Three geometries representing
the leading-edge cooling cavity of a modern gas turbine airfoil with crossover jets im-
pinging on (1) a smooth wall, (2) a wall roughened with horseshoe ribs, and (3) a wall
roughened with notched-horseshoe ribs were investigated. The tests were run for a range
of flow arrangements and jet Reynolds numbers. The major conclusions of this study
were: (a) Impingement on the smooth target surface produced the highest overall heat
transfer coefficients followed by the notched-horseshoe and horseshoe geometries. (b)
There is, however, a heat transfer enhancement benefit in roughening the target surface.
Among the three target surface geometries, the notched-horseshoe ribs produced the
highest heat removal from the target surface, which was attributed entirely to the area
increase of the target surface. (c) CFD could be considered as a viable tool for the
prediction of impingement heat transfer coefficients on an airfoil leading-edge wall.
@DOI: 10.1115/1.1624848#

Introduction
Various methods have been developed over the years to keep

the turbine airfoils temperatures below critical levels consistent
with the required life for each component. Parallel with advances
in airfoil material properties, advances in airfoil cooling schemes
have also been remarkable. A main objective in turbine airfoil
cooling design is to achieve maximum heat removal from the
airfoil metal while minimizing the required coolant flow rate. One
such method is to route coolant air through serpentine passages
within the airfoil and convectively remove heat from the airfoil.
The coolant is then ejected either at the tip of the airfoil, through
the cooling slops along the trailing edge or the film holes on the
airfoil surface at critical locations. To further enhance the heat
transfer, the cooling channel walls are often roughened with ribs.
Expensive research has been conducted on various aspects of the
rib-roughened channels and it is concluded that geometric param-
eters such as passage aspect ratio~AR!, rib height to passage
hydraulic diameter or blockage ratio (e/Dh), rib angle of attack
~a!, the manner in which the ribs are positioned relative to one
another~in-line, staggered, crisscross, etc.!, rib pitch-to-height ra-
tio (S/e) and rib shape~round versus sharp corners, fillets, rib
aspect ratio (ARrib), and skewness towards the flow direction!
have pronounced effects on both local and overall heat transfer
coefficients. The interested reader is referred to the work of inves-

tigators such as Burggraf@1#, Chandra and Han@2#, El-Husayni
et al.@3#, Han@4#, Han et al.@5–7#, Metzger et al.@8–10#, Taslim
and Spring@11,12#, Taslim et al.@13–15#, Webb et al.@16#, and
Zhang et al.@17#.

Airfoil leading-edge surface, being exposed to very high gas
temperatures, is often a life-limiting region and requires more
complex cooling schemes especially in modern gas turbines with
elevated turbine inlet temperatures. A combination of convective
and film cooling is used in conventional designs to maintain the
leading-edge metal temperature at levels consistent with airfoil
design life. This study focuses on the leading-edge jet impinge-
ment and effects that roughening of the leading-edge surface has
on the impingement heat transfer coefficient. In this flow arrange-
ment, the coolant enters the leading-edge cooling cavity as jets
from the adjacent cavity through a series of crossover holes on the
partition wall between the two cavities. The crossover jets im-
pinge on the leading-edge wall and exit through the leading-edge
film holes on the pressure and suction sides, or form a cross flow
in the leading-edge cavity and move toward the airfoil tip. A sur-
vey of many existing gas turbine airfoil geometries shows that, for
analytical as well as experimental analyses, such cavities can be
simplified by simulating the shape as a four-sided polygon with
one curved side that simulates the leading-edge curvature, a rect-
angle with one curved side~often the smaller side! or a trapezoid,
the smaller base of which is replaced with a curved wall. The
available data in open literature is mostly for the jet impingement
on flat surfaces that are smooth or rib roughened and a few cases
of impingement on concave but smooth surfaces. These studies
include the work of Chupp et al.@18#, Metzger et al.@19#, Kercher
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and Tabakoff@20#, Florschetz et al.@21–23#, Metzger and Bunker
@24#, Bunker and Metzger@25#, Van Treuren et al.@26#, Chang
et al. @27#, Huang et al.@28#, Akella and Han@29#, and Ekkad
et al.@30#. Taslim et al.@31–34# reported on impingement cooling
of a smooth as well as roughened airfoil leading edge. They ex-
amined sandpaper roughness and different conical bump and ra-
dial rib geometries in a test section with a circular nose, two
tapered sidewalls, and a flat fourth wall on which the crossover
jets were positioned. Circular and racetrack-shaped crossover jets,
at 0 and 45- deg angles with the channel’s radial axis were com-
pared. Results were also compared for leading-edge geometries
with and without showerhead film holes. This paper, however,
deals with impingement on an airfoil leading edge that is rough-
ened with horseshoe ribs that are commonly used on the leading-
edge surface in the traditional channel flow cooling of the leading-
edge cavity. A numerical study was also conducted and the
numerical results for representative cases are compared with the
corresponding test results.

Test Sections
Figures 1 and 2 show schematically the layout, cross-sectional

area, and the target surface geometries for the three test sections
investigated in this project. A conventional technique of heated
walls in conjunction with thermocouples was used to measure the
heat transfer coefficient. The test wall, where all measurements

were taken, consisted of three removable cast bronze pieces,
which were heated by foil heaters attached on the back of the
pieces. By proper adjustment of the ohmic power to the foil heater
the desirable surface temperature was obtained. All test sections
were 85.5 cm long. The circular wall simulating the leading-edge
nose had an inner radius of 1.1 cm and an arc angle of 137 deg,
was made up of fiberglass with a 9.9-cm-long recess in the middle
to house the three bronze pieces. This circular recess along the
inner radius with a depth of 3.2 mm allowed the bronze pieces to
be fitted into the fiberglass shell. A flange on each side of the
leading-edge piece facilitated the connections of the sidewalls.
The two identical side channels with a cross-sectional area of
38.86 cm2 ~5.137.62 cm! and same length as the leading-edge
piece were also made of fiberglass. The side channel’s main func-
tion was to maintain the dump pressure to consequently control
the amount of flow through the ‘‘gill’’ holes on the airfoil suction
and pressure sides. Eight angled cylindrical holes with a diameter
of 4.88 mm and a center-to-center distance of 3.25 cm were
drilled on each side channel wall at an angle of 30 deg with the
sidewall to simulate gill holes on the suction and pressure sides of
an airfoil. These holes were staggered along the length of the test
section with respect to the crossover jet holes on the jet plate.

Two removable 1-mm-thick jet plates corresponding to a
Z/djet53.2 were made of aluminum to produce the impinging jets
for the symmetric and asymmetric impingement tests~Fig. 2d!.

Fig. 1 Schematic of the test apparatus
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Seven cylindrical holes with a diameter of 0.71 cm were drilled at
a distance of 3.27 cm from each other~center to center! on each
jet plate. The only difference between the two jet plates was the
manner by which the crossover holes were drilled. For the sym-
metric impingement, the crossover holes were arranged such that
the jets impinged on the horseshoe or notched-horseshoe ribs
while for the asymmetric impingement tests, jets impinged in be-
tween the horseshoe or notched-horseshoe ribs. For the smooth
wall, of course, the symmetric and asymmetric cases were identi-
cal. Therefore, for all smooth wall tests, jets impinged on the
middle of the bronze pieces. The jet plate was attached and sealed
to the side channel walls to simulate the partition wall between the
leading edge and its adjacent cavities. The cylindrical holes were
centered along both the length and width of the jet plate. The
removable bronze pieces, installed in the fiberglass outer shell,
provided the ability to change the impingement surface geom-
etries in the test rig. Three different target geometries were manu-
factured and tested~Fig. 2!:

~1! a smooth wall that served as a baseline,
~2! a roughened wall with horseshoe and straight ribs,
~3! a roughened wall with notched-horseshoe and straight ribs.
For each geometry, a Unigraphics® model was created for a

LOM ~laminated object model! machine. This LOM model was
used to mold and create three cast bronze test pieces for each of
the three geometries. A 336.1-cm custom-made thin etched-foil
heater with a thickness of about 0.2 mm was glued around the
outer curved surface of each bronze piece to provide the necessary
heat flux. For each geometry, three identical bronze pieces, sepa-
rated by a 1-mm-thick rubber insulator, were mounted next to
each other. Heat transfer coefficients were measured on the middle
piece while the other two pieces acted as guard heaters to mini-
mize the heat losses to the adjacent walls. In addition, two
custom-made thin etched-foil heaters were also mounted on the
test section side channel walls next to the middle bronze piece
free edges, again acting as guard heaters. The test section wall

temperature was adjusted to a desirable level by varying the
Ohmic power to these heaters. Six thermocouples embedded in
the middle bronze piece and three thermocouples embedded in
each guard bronze piece measured the wall temperatures. The av-
erage of the six thermocouple readings in the middle bronze piece
which, if different only differed by a fraction of a degree, was
used as the surface temperature in the data reduction software for
the average heat transfer coefficient. The selected nominal surface
temperature was 45°C. With a jet temperature of about 20°C, a
reasonable 25°C temperature difference between the wall surface
and air was attained. Two thermocouples embedded in the wall
behind the guard heaters were used to measure the side wall tem-
perature adjacent to the middle bronze piece. By proper adjust-
ment of the power to the side heaters, the wall temperature under
the side heaters was set to be around 45°C. The conduction heat
loss from the test piece to the fiberglass wall was calculated to be
negligible ~less than 0.02% of the total heat flux!. ac power was
supplied to individual heaters through an existing power panel
with individual Variacs for each heater. Typical amperage and
voltage levels for each heater varied from 0.23 to 0.4 A and 20 to
45 V, respectively. Air properties were evaluated at jet tempera-
ture. The supply channel was formed by the exterior walls of the
side channels, the jet plate and a 1.27-cm-thick aluminum back
plate. The end caps with throttling valves controlled the flow and
pressure in each channel thus simulating many variations that may
occur in a real airfoil. Static pressure taps and thermocouples in
each channel measured the pressure and temperature at different
locations. The test sections were covered on all sides, by 5-cm-
thick glasswool sheets to minimize heat losses to the environment.
The radiational heat loss from the heated wall to the unheated
walls as well as losses to ambient air through the fiberglass nose-
piece were taken into consideration when heat transfer coefficients
were reduced. A contact micromanometer with an accuracy of
0.025 mm of water as well as a series of oil and mercury manom-
eters measured the pressures and pressure differences between the
static pressure taps mounted on both sides of the target wall for
each geometry. For all cases, a critical venturimeter was used to
measure the total air mass flow rate entering the supply channel.

Computational Models
The computational models were constructed for a representa-

tive repeated domain with two symmetric planes in each case.
Figure 3 shows this representative domain for the horseshoe ge-
ometry and details of the mesh distribution on the surface of the
domain. The computational domain size for the other two geom-
etries were the same. The CFD analysis was performed using

Fig. 2 Target surface and crossover hole geometries

Fig. 3 Mesh arrangement on target and outer walls
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Fluent/UNS solver by Fluent, Inc., a pressure-correction based,
multiblock, multigrid, unstructured/adaptive solver. Standard high
Reynolds numberk-« turbulence model in conjunction with the
generalized wall function was used for turbulence closure. The
averagey1 for the first layer of cells was calculated to vary be-
tween 4.5 and 10 for all cases. Other available turbulence models
in this commercial code, short of two-layer model which required
a change in mesh arrangement for each geometry and was beyond
the scope of this investigation, were also tested and did not pro-
duce results significantly different from those ofk-« model. Mesh
independence was achieved at about 400,000 cells for a typical
model. Cells in all models were entirely hexagonal, a preferred
choice for CFD analyses, and were varied in size bi-geometrically
from the boundaries to the center of the computational domain in
order to have finer mesh close to the boundaries. Figure 4 shows
the mesh distribution around the periphery of a typical model.

Results and Discussion
A total of 31 test setups each for seven jet Reynolds numbers

ranging from 10,000 to 50,000 were run in this investigation. All
tests had several common features described as follows. There
were always seven impinging jets issuing from the jet plate. The
middle jet~fourth! always impinged on the bronze test piece in the
middle of the test section and the reported heat transfer results are
always for that middle bronze test piece. The third and fifth jets
impinged on the side bronze pieces that acted as guard heaters.
The remaining four jets impinged on the fiberglass leading-edge
wall to simulate the flow field in a typical leading-edge cavity.
The jet Reynolds number is based on the air mass flow rate
through the middle crossover hole. The nondimensional jet dis-
tance to the target surface,Z/djet , remained fixed at 3.2 for all
target surface geometries.

Two inflow arrangements to the supply channel, as shown in
Fig. 5a, where air either entered from one end or both ends were
tested. The outflow arrangement, shown in Fig. 5b, was consisted
of four different cases. For the ‘‘nominal flow’’ case the air, after
impinging on the leading-edge wall, ejected equally through the
side channel holes which simulate the gill holes on the pressure
and suction sides of an airfoil. For the ‘‘one-sided’’ case the air,
after impinging on the leading-edge wall, ejected through the gill
holes on one side only. For the ‘‘circular flow’’ case the air, after
impinging on the leading-edge wall, ejected from the same side of
the test section as it entered while for the ‘‘cross-flow’’ case the

air, after impinging on the leading-edge wall, ejected from the
opposite side of the channel simulating exit flow through an airfoil
tip. In the latter two flow arrangements, all side channel holes
were plugged and valves were closed so that the only way out for
the cooling air after impingement was through one end of the
leading-edge channel. The three jets upstream of the middle jet
~spent air! formed a cross flow that severely affected the impinge-
ment heat transfer coefficient. For a consistent comparison of heat
transfer results for all these arrangements, the jet Reynolds num-
ber for all cases was calculated based on the air mass flow rate
through the fourth crossover hole. To determine the air mass flow
rate variation across the crossover holes, a one-dimensional flow
circuit of each test setup consisting of appropriate orifices, tubes,
momentum, and pressure chambers, shown in Fig. 5c, was built
and analyzed. Appropriate discharge coefficients for the orifices
were calculated from correlations for sharp-corner holes. The re-
sults, shown in Fig. 6, revealed that the air mass flow rate through
the fourth crossover hole for the cases of flow entering the supply
channel from one end or both ends and exiting through the side
holes ~on both sides or on one side! was very close to that of
average mass flow through the seven holes, i.e., 14.28% each. The
maximum difference was calculated to be 0.01%. It is also noted
that the mass flow rates through other crossover holes are very
close to the average percentage for these cases. For the circular
and cross-flow arrangements, however, a 1% drop, compared to
the average mass flow percentage of 14.28, was calculated for the
mass flow rate through the fourth crossover hole and the jet Rey-

Fig. 4 Typical mesh arrangement around the computational
domain periphery

Fig. 5 Inflow and outflow arrangements
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nolds number was corrected accordingly. Static pressure taps in
the middle and at each end of the supply channel did not measure
a significant difference~about 1 cm of water column for a supply
pressure ranging from 110 to 172 kPa, absolute!. Experimental
uncertainties in heat transfer coefficient and jet Reynolds number,
following the method of Kline and McClintock@35#, were deter-
mined to be 6% and 1.5%, respectively.

Geometry 1. Impingement on a smooth leading-edge wall,
shown in Fig. 2a, was tested in this baseline geometry. Heat trans-
fer results of this geometry are shown in Fig. 7. Several observa-
tions are made. Whether flow was entering the supply channel
from one end or both ends, it had no significant effect on the
impingement heat transfer coefficient because, as we showed in
Fig. 6, the air mass flow rate through the fourth crossover hole for
which the heat transfer results are reported, was nearly identical
for both inflow arrangements. Other target surface geometries be-
haved similarly, as we will discuss shortly. The maximum calcu-
lated difference of 1.9% was for the nominal outflow at the lowest
Reynolds number. Similarly, whether the jets, after impinging on
the target surface, were exiting the leading-edge channel through
one row of side holes or both rows, it had no significant effect on
the impingement heat transfer coefficient. The maximum calcu-
lated difference of 3.9% was again at the lowest Reynolds num-
ber. The cross- and circular-flow arrangements, however, pro-
duced lower heat transfer coefficients. An explanation for this
behavior is the presence of a cross flow~spent air!, generated by
the fifth, sixth, and seventh jets in the circular flow arrangement
and by the first, second, and third jets for the cross-flow arrange-
ment. This cross flow reduces the strength of the fourth jet before
it impinges on the target surface which in turn reduces the im-
pingement heat transfer coefficient. The maximum decrease com-
pared with the nominal outflow case was calculated to be about
13% which occurred at the lowest jet Reynolds number. This dif-
ference decreased with increasing jet Reynolds number to about
2.5% at the highest jet Reynolds number.

Geometry 2. Horseshoe ribs are commonly used on the
leading-edge surface of the airfoil cooling cavities in order to

enhance the convective heat transfer coefficients on the leading-
edge surface when the coolant is traveling in the cooling channels
radially. Several investigators including the first author have re-
ported experimental data on a variety of leading-edge rib geom-
etries, often a critical area in airfoil life expectancy. Impingement
on horseshoe ribs, however, is not reported by any investigator
yet. The target wall for this geometry was roughened with two
sets of ribs—a horseshoe rib that wrapped around the leading edge
and two radial ribs in between the horseshoe ribs and on both
sides of the airfoil stagnation line as shown in Fig. 2b. Compared
to the baseline geometry, the total wetted heat transfer area was
increased by about 40.5%. The two radial ribs were installed in
between the horseshoe ribs because it was speculated that the jets,
after impinging on the horseshoe ribs would interact with the ra-
dial ribs on their exit way through the gill holes, thereby increase
the overall heat transfer coefficient.

To establish the superiority of the impingement cooling over the
convective cooling, the heat transfer coefficient results for the two
flow arrangements and for the same amount of cooling flow are
compared in Fig. 8. The air mass flow rate and heat transfer co-
efficient were not nondimensionalized to the Reynolds and Nus-
selt numbers to make the comparison more realistic. The impinge-
ment heat transfer coefficient is about 2.6 times that of channel
flow at the lowest cooling air mass flow rate and about 3.3 times
at the highest air mass flow rate. It should be noted that these
ratios are for the average heat transfer coefficient on the entire
leading-edge surface~on the surface of the cast bronze piece!.
Local heat transfer coefficient ratios around the impingement
point could be much higher than these values. This comparison
proved that where high heat removal rates are desirable, impinge-
ment is a viable solution. Impingement tests for this geometry
were conducted for all inflow and outflow arrangements shown in
Fig. 5. The final results, however, are shown in Fig. 9 for one
inflow case since, similar to the smooth target surface case,
whether flow entered the supply channel from one end or both
ends, the impingement heat transfer results did not show a signifi-
cant change. Symmetric and asymmetric impingement cases,
however, produced different results. For asymmetric impingement
where jets impinged on the leading-edge area in between the

Fig. 6 Percentage of air flow rate through each crossover hole
for all flow arrangements

Fig. 7 Nusselt number variation with Reynolds number for the
smooth surface „baseline … target geometry
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horseshoe ribs, the nominal and one-sided outflow cases produced
higher heat transfer coefficients compared with the symmetric im-
pingement cases. The reason for this increase of up to 13% at low
Reynolds numbers is the interaction of coolant with both horse-
shoe and radial ribs on its way to the side holes. The asymmetric
impingements for the circular and cross-flow cases, however, pro-
duced lower heat transfer coefficients compared with the symmet-
ric impingements. With the aid of Fig. 6 it can be reasoned that

the share of the middle bronze piece from the cooling air in the
asymmetric impingement case is two half jets that, with different
amount of cross flow, are less effective than one full jet in the
symmetric impingement case.

Geometry 3. The target wall for this geometry was identical
to that of geometry 2 except that the horseshoe ribs had a 60 deg
notch in the middle as shown in Fig. 2c. Based on our experience
with notched ribs in rib-roughened axial-flow channels, it was
expected that vortices shed off the notch in the cross- and circular-
flow cases could improve the overall impingement heat transfer
coefficients. Compared with the baseline geometry, the total wet-
ted heat transfer area on the middle bronze piece was increased by
about 40%. This geometry was also tested for all inflow and out-
flow arrangements the results of which are shown in Fig. 10. The
asymmetric impingement produced higher heat transfer coeffi-
cients than those in the symmetric impingement for the nominal,
one-sided, and cross-flow cases while it did not show a significant
difference for the circular-flow case. When comparisons are made
between the three-target surface geometries in Fig. 11, we see that
in general when crossover jets impinge on the unroughened part
of the target surface, they produce higher local heat transfer coef-
ficients around the impingement area and the role of roughnesses
is mostly to act as expended areas to increase the total heat
pickup. That is why we notice higher heat transfer coefficients in
most asymmetric cases.

Comparisons. Figures 11 and 12 compare the results of the
three target surface geometries for symmetric impingement. Sev-
eral observations are made. First, for all three target surface ge-
ometries, whether the cooling flow entered the supply channel
from one end or both ends, the overall heat transfer coefficient did
not change as shown in Fig. 12 for selected representative cases. A
physical explanation based on Fig. 6 was given when the results
of geometry 1 were discussed above. The same discussion holds
for the other two target surface geometries. Second, smooth target
surface geometry produced higher impingement heat transfer co-
efficients than roughened target surface with horseshoe or
notched-horseshoe ribs, and notched-horseshoe ribs performed
better than horseshoe ribs. Our CFD results showed the same
behavior. The presence of horseshoe roughness directly under the

Fig. 8 Comparison between the heat transfer results of chan-
nel and impingement flows

Fig. 9 Nusselt number variation with Reynolds number for the
horseshoe-roughened target surface geometry

Fig. 10 Nusselt number variation with Reynolds number for
the notched-horseshoe target surface geometry
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impinging jet for the symmetric case seems to have reduced the
effectiveness of the impingement for two reasons. One is that
when the same jet was impinged on the smooth surface in be-
tween the horseshoe ribs, higher heat transfer coefficients were
recorded and the other is that, based on the CFD velocity vectors
shown in Fig. 16, the presence of radial ribs slows down the
returning flow and creates recirculating zones that further reduce
the overall heat transfer coefficients. Our previous work in this

area dealing with impingement on target surfaces roughened with
conical bumps of different sizes, sandpaper roughness and radials
ribs showed the same results, i.e., the target surface roughnesses
when they are smaller in size and more in numbers, at best, im-
prove the impingement heat transfer coefficient by a few percent.
A maximum reduction of 27% in heat transfer coefficient between
the nominal cases of smooth and horseshoe geometries at the low-
est Reynolds number was measured. However, what makes these
roughnesses desirable is the area increase they introduce on the
target surface which results in higher heat removal from the
leading-edge surface which is often a critical area in turbine airfoil
cooling design. Figure 13 includes the contribution of the in-
creased area in the overall heat transfer from the target surface
@Nujet(AHT /Abase)# in the data reported in Fig. 11. The lower clus-
ter of data represent the smooth geometry while the notched-
horseshoe cases represent the highest area-augmented heat trans-
fer. A maximum increase of about 32% in heat removal for the
notched-horseshoe geometry, compared to the smooth target sur-
face, was measured at the lowest Reynolds number which is en-
tirely attributed to the increase in heat transfer area.

Static pressure ratios across the jet plate for all geometries and
representative flow arrangements are shown in Fig. 14. At the
lower Reynolds number range, different geometries and flow ar-
rangements have almost the same pressure ratios across the cross-
over holes. At higher Reynolds numbers, however, a difference in
pressure ratios across the crossover holes for different geometries
is observed. Higher pressure ratios which did not go beyond
1.011, in general, correspond to the nominal cases in which there
is a flow split after impingement. The small difference between
the pressure ratios were mainly due to different inflow and out-
flow arrangements and not to target surface geometry.

CFD Results. Representative CFD results are compared with
the experimental data in Fig. 15. CFD models with constant heat
flux boundary conditions identical to the tested geometry for each
case were run on PC Pentium 4, 1.6-GHz machines with 512 MB
memory. A typical case took about 1000 iterations and about four

Fig. 11 Comparison between the heat transfer results of all
target surface geometries

Fig. 12 Comparison between the heat transfer results of all
target surface geometries for the two inflow arrangements

Fig. 13 Comparison between the area-augmented heat trans-
fer results of all target surface geometries
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to five hours to converge. Very good agreements between the mea-
sured and numerically calculated impingement heat transfer coef-
ficients are observed. A small difference of 4%, at the most, for
the smooth target wall makes these CFD packages viable tools in
predicting the impingement heat transfer coefficient. For the
roughened target surface cases, the difference is higher due to the
presence of recirculating zones in the flow domain, as seen in Fig.
16 and generally more complex flow patterns around the horse-
shoe and straight ribs. A maximum difference of about 9% be-

tween the test and CFD results for the notched-horseshoe geom-
etry is very encouraging. It is worth noticing that the numerical
results also confirm that the smooth target surface produced higher
impingement heat transfer coefficients followed by the notched-
horseshoe and horseshoe geometries. Representative heat transfer
coefficient and target surface temperature variations are shown in
Figs. 17 and 18. As physically expected, the area directly under
the jet shows the highest heat transfer coefficient and lowest sur-
face temperature with the opposite behavior for the areas that are
not directly affected by the jet.

Conclusions
Three leading-edge surface geometries, consisting of a baseline

smooth surface and two surfaces roughened with a combination of
horseshoe and straight radial ribs, were tested for impingement
cooling. The smooth target surface produced the highest impinge-
ment heat transfer coefficients followed by the notched-horseshoe

Fig. 14 Comparison between the pressure ratios across the
crossover holes for all target surface geometries

Fig. 15 Comparison between the experimental and numerical
heat transfer results for all target surface geometries

Fig. 16 Representative velocity vectors near the symmetry
plane

Fig. 17 Representative heat transfer coefficient variation on
the heated surface
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and horseshoe ribs. However, when the contribution of the in-
creased area in the overall heat transfer is taken into consider-
ation, the target surface roughed with notched-horseshoe ribs, for
all inflow and outflow cases, proved to be the most effective ge-
ometry. An overall increase of about 27% in heat removal can be
accomplished by roughening the leading-edge wall with these
ribs. The increase is entirely attributed to the increase in the heat
transfer area. A very good agreement between the numerical and
experimental results, especially for the smooth target surface ge-
ometry, suggests that the CFD analyses are becoming a viable tool
for the prediction of impingement heat transfer coefficients in tur-
bine airfoil cooling.

Nomenclature

Abase5 leading-edge base area for the smooth case
Ahole 5 crossover holes area
AHT 5 total heat transfer area including the surface rough-

ness
AR 5 cooling channel aspect ratio

ARrib 5 rib aspect ratio
djet 5 jet diameter
Dh 5 cooling channel hydraulic diameter

e 5 roughness height
h 5 average heat transfer coefficient on the leading-edge

wall, @(v i /AHT)2qloss#/(Ts2Tjet)
i 5 current through the foil heater on the middle bronze

piece
k 5 air thermal conductivity

m 5 air mass flow rate through the middle~fourth! cross-
over hole

Nujet 5 average Nusselt number based on the jet diameter,
hdjet /k

Pfeed 5 supply channel pressure
PLE 5 leading-edge channel pressure
qloss 5 heat losses from the middle bronze piece to the ambi-

ent by conduction and convection as well as the heat
losses by radiation to the unheated walls

Rnose 5 channel radius at the leading edge
Rejet 5 Reynolds number based on the jet diameter

(rU jetdjet /m)
S 5 Rib pitch

Tjet 5 air jet temperature
Ts 5 surface temperature

U jet 5 jet mean velocity,m/rAhole
Z 5 jet plate distance to the target surface~Fig. 1!

v 5 voltage drop across the foil heater on the middle
bronze piece

a 5 rib angle of attack
m 5 air dynamic viscosity at jet temperature
r 5 air density at jet temperature and pressure
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Impact of Geometric Variability
on Axial Compressor Performance
A probabilistic methodology to quantify the impact of geometric variability on compressor
aerodynamic performance is presented. High-fidelity probabilistic models of geometric
variability are derived using a principal-component analysis of blade surface measure-
ments. This probabilistic blade geometry model is then combined with a compressible,
viscous blade-passage analysis to estimate the impact on the passage loss and turning
using a Monte Carlo simulation. Finally, a mean-line multistage compressor model, with
probabilistic loss and turning models from the blade-passage analysis, is developed to
quantify the impact of the blade variability on overall compressor efficiency and pressure
ratio. The methodology is applied to a flank-milled integrally bladed rotor. Results dem-
onstrate that overall compressor efficiency can be reduced by approximately 1% due to
blade-passage effects arising from representative manufacturing variability.
@DOI: 10.1115/1.1622715#

1 Motivation
Turbomachinery airfoils must perform reliably and efficiently

in severe environments for prolonged periods of time. The optimal
shapes of compressor and turbine airfoils have been the subject of
a large body of research literature. Advances in numerical meth-
ods that allow prescribed velocity distributions for controlled dif-
fusion and supercritical transonic operation have resulted in
highly optimized airfoils and ever more efficient compression sys-
tems. Despite recent noteworthy advances in manufacturing tech-
niques~e.g., electro-chemical machining, flank milling, etc.!, fin-
ished airfoils always exhibit some deviation from their intended
shape and size. The effect of such variations on compressor per-
formance is poorly understood but generally thought to be detri-
mental.

Probabilistic techniques applied to structural design and analy-
sis have been used in the aerospace industry for more than two
decades@1#. In contrast, few similar endeavors have been under-
taken inaerothermalanalysis and design of turbomachinery com-
ponents. Turbomachinery probabilistic aerothermal analysis is es-
pecially challenging because of the highly nonlinear mathematical
models involved. A marked increase in computational require-
ments occurs in direct proportion to the physical complexity of the
turbomachinery physics. Until recently, probabilistic treatments of
turbomachinery aerothermal analysis and design have been
deemed prohibitively expensive. The advent of relatively inexpen-
sive parallel hardware has considerably increased the feasibility of
such probabilistic studies.

In this work we present a methodology for estimating the im-
pact of geometric variability on the aerodynamic performance of
individual blade passages and, by a modeling extension, on the
aerothermal performance of high-pressure axial compression sys-
tems. The methodology is applied to an integrally bladed rotor
from a multistage axial compressor.

The paper is divided into three sections. The first section dis-
cusses the development of a probabilistic model for the geometric
variability present in a set of compressor blade measurements.
The second section illustrates the use of conventional computa-
tional fluid dynamics~CFD! analysis in combination with classi-
cal probabilistic simulation techniques to assess the impact of
geometric variability on the aerodynamic performance of indi-
vidual blade passages. In the third section, a probabilistic multi-

stage mean-line compressor model is used to estimate the impact
of airfoil geometric variability on overall compressor perfor-
mance.

2 Geometric Characterization of Compressor Blade
Variability

This section presents results from an application of principal-
component analysis~PCA! to characterizing sets of compressor
blade surface measurements. As discussed below, high fidelity
models of geometric variability for use in probabilistic simula-
tions can be readily constructed from the PCA results. Statistically
based models of variability are clearly superior alternatives to
heuristic models based on manufacturing tolerances or anecdotal
evidence alone, as they represent the ‘‘actual’’ variability found in
measurements.

2.1 Background. The nominal airfoil geometry is taken to
be defined byp coordinate pointsxj

0PRm, j 51, . . . ,p wherem is
typically 2 or 3. We consider a set ofn coordinate measurements
$x̂i , jPRmu i 51, . . . ,n; j 51, . . . ,p% taken, for instance, with a
coordinate-measuring machine. The measurements may corre-
spond to single radial locations (m52) or entire spanwise seg-
ments (m53). Indexj uniquely identifies specific nominal points
and their measured counterparts. Similarly indexi identifies a dis-
tinct set of measured points. The discrepancies in the coordinate
measurements can then be expressed as

xi , j8 5 x̂i , j2xj
0, i 51, . . . ,n; j 51, . . . ,p.

Subtracting from these error vectors their ensemble average,

x̄j5
1

n (
i 51

n

xi , j8 , j 51, . . . ,p,

gives a centered set ofm-dimensional vectors,x5$xi , j5 x̂i , j
2 x̄j u i 51, . . . ,n; j 51, . . . ,p%. Writing the m-dimensional mea-
surements in vector form,X j5@xi , j

T , . . . ,xn, j
T #T, thescatter matrix

of setx is given by

S5XTX.

The scatter matrix is related to the covariance matrixC via C
5(n21)21S.

It can be shown~see, for instance, Refs.@2# and @3#! that the
directions along which the scatter is maximized correspond to
nontrivial solutions of the eigenvalue problem,

Sv5lv. (1)
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SinceS is symmetric positive definite, it has in generalmportho-
normal eigenvectorsviPRmp, i 51, . . . ,mp with corresponding
real, non-negative eigenvaluesl i , i 51, . . . ,mp. By construc-
tion, the variance of the geometric data corresponding to eigen-
vectorvi is l i /(n21). The eigenvector corresponding to the larg-
est eigenvalue gives the direction along which the scatter of the
data is maximized. The eigenvector corresponding to the next
largest eigenvalue maximizes the scatter along a directionnormal
to the previous eigenvectors. It is in this sense that the eigenvec-
tors of S are said to provide anoptimal statistical basis for the
decomposition of the scatter of the data.

The PCA synthesis ofS can be shown to be equivalent to the
singular value decomposition~SVD! of X in reduced form@4#,

X5USVT, (2)

where S5diag(ŝ1, . . . ,ŝmp), ŝ j5Al j , j 51, . . . ,mp, and the
columns ofV are the corresponding eigenvectors ofS. The stan-
dard deviation of the geometric data attributable to thei th mode is
therefores i5(n21)21/2ŝ i . The columns ofA5US are called
the amplitude vectors orprincipal componentsof the data setx.
The SVD of X is made unique by requiring that$ŝ j% j 51

mp be a
nonincreasing sequence.

2.2 Application. As an application of the PCA formalism
outlined above, we consider an integrally bladed rotor~IBR! con-
sisting of 56 blades. Surface measurements of 150 blades from
four separate rotors were taken using a scanning coordinate-
measuring machine. Each blade was measured at 13 different ra-
dial locations. The scanning measurements of each radial station
were condensed to 103 points corresponding to those defining the
nominal airfoil sections.

For the present application, the 13 separate cross-sectional mea-
surements were stacked together to form a three-dimensional rep-
resentation of the measured portion of the blade. Using bicubic
spline interpolation, the nominal geometry, as well as each mea-
sured blade, were sliced along a mid-span axial streamline path of
varying radius~see next section!. In addition, the coordinate val-
ues were scaled by the blade tip radius.

Using the notation introduced above, the resulting setx of two-
dimensional centered measurement vectors can be written asn
3mp matrix X wheren5150,m52, andp5103. Figure 1 shows
the modal scatter fractionlk /( i 51

mp l i ~decreasing! and the partial
scatter( i 51

k l i /( i 51
mp l i ~increasing! of the first six eigenmodes of

S. The first mode contains 82% of the total scatter in the original
measurements and it clearly dwarfs the scatter fraction of the
other modes. The scatter corresponding to the second-most ener-
getic mode is roughly eight times smaller than the first.

Figures 2 and 3 depict the outlines of the first and third eigen-

modes ofS applied to the baseline geometry and scaled by their
respective amplitude, that is,

xi5x01 x̄1ss ivi . (3)

An additional scaling factors has been used for plotting purposes
to help distinguish the effect the eigenmodes from the mean ge-
ometry. Figure 2 indicates that the main effects of mode 1 are
uniform thickening of the airfoil and azimuthal translation. Mode
3, on the other hand, exhibits a thinning of the airfoil on the
suction surface away from the leading edge, with the shape of the
latter being maintained. The perturbations to the airfoil nose are
particularly noteworthy as the aerodynamic performance of tran-
sonic airfoils is known to be sensitive to leading-edge shape and
thickness.

Figure 1~a! indicates that the first five modes, when combined,
contain 99% of the total scatter present in the sample. The rapid

Fig. 1 IBR mid-span section: PCA modes

Fig. 2 IBR mid-span section: Scaled mode 1
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decrease in relative energy of the higher modes suggests that a
reduced-order model containing only the first few modes may be
sufficient to represent most of the geometric variability contained
in the original set of measurements.

The above description of modes 1 and 3 would suggest a de-
composition into customary geometric features of known aerody-
namic and structural importance. Table 1 summarizes percent
changes in maximum thickness, maximum camber, leading-edge
radius, chord length and cross-sectional area, as well as trailing-
edge deflection angles, for the first six eigenmodes. In computing
the parameters shown in the table, the modes were not scaled (s
51) and a positive amplitude was assumed.1 The row labeled
‘‘mean’’ contains the changes corresponding to the average airfoil
x̄. From Table 1, no single mode produces a dominant change in a
particular feature; rather, each mode contributes to changes in all
features. It follows that, in characterizing actual geometric vari-
ability, checking only for compliance of individual design toler-
ances based on customary geometric features may not be effective
since these features show strong correlation.

2.3 PCA Results versus Number of Samples.In the appli-
cation of PCA to compressor rotor blade measurements discussed
above, all available samples~150! were used in the analysis. This
section discusses how PCA results~covariance matrix eigenval-
ues! vary according to the number of samples being considered.
Given n measurement samples, there are (k

n) different ways of
selectingk<n among them.2 Figure 4 depicts convergence trends
of the first three eigenvalues of the covariance matrix fork mea-
sured samples. The average value and standard deviation of each
eigenvalue are computed from min@(k

n),104# random permutations
of the indices$1¯n%. For each random permutation, the eigen-
values of the covariance matrix of the corresponding indexed
measurements is computed via singular value decomposition. In
Fig. 4 the average eigenvalues are shown as solid lines and a 2s
interval about the mean by dash-dot lines.

The uncertainty of the first covariance matrix eigenvalue is very
large for small sample sizes and decreases monotonically as the
sample size is increased. Since the62s bands are approximately
the 95% confidence bands, the figures suggest that at least 130
blades would be required to have 95% confidence that the domi-
nant eigenvalues deviate from theirk5n value by no more than
10% of the total variance.3

2.4 PCA-Based Reduced-Order Model of Geometric Vari-
ability. A reduced-order model of the geometric variability
present inx can be motivated as follows. LetZi , i 51, . . . ,mp be
independent, identically distributed random variables fromN(0,1)
~normally distributed with zero mean and variance 1!. By linear-
ity, the random vector

1Geometric parameters computed withXFOIL @5#.
2(k

n) or ‘‘ n choosek’’ is defined for k<n by @6#: (k
n)ªn!/ @(n2k)!k! #.

3The total variance of the blade population is defined as( i 51
mp s i

2 and for the data
presented here it is roughly 1.231025.

Fig. 3 IBR mid-span section: Scaled mode 3

Table 1 IBR mid-span section: geometric features of PCA modes

Mode Max thickness
~%D!

Max camber
~%D!

LE radius
~%D!

TE angle
~D deg!

Chord
~%D!

Area
~%D!

Mean ~from x0) 20.12 20.98 18.33 0.06 20.04 21.03

F
ro

m
m

ea
n

1 20.54 20.06 24.22 0.00 20.04 20.77
2 21.09 0.28 2.15 0.04 20.04 21.27
3 0.53 0.04 1.83 20.02 0.01 0.85
4 20.74 0.10 1.34 20.07 0.02 20.87
5 20.11 0.27 4.23 0.06 0.02 20.01
6 0.03 20.01 24.11 0.01 0.00 20.08
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X5x01 x̄1(
i 51

mp

s iZivi

has meanx01 x̄ and the same unbiased estimator of total variance
as the set of measurementsx. This suggests a reduced-order
model of the form

X̃5x01 x̄1(
i 51

K

siZivi (4)

whereK,mp is a free truncation parameter. For large enoughn,
asK increases the total variance ofX̃ approaches that ofX. In fact,
the total scatter of a finite set of instances ofX is bounded by
( i 51

K l i<( i 51
mp l i .

3 Impact of Geometric Variability On Blade Passage
Aerodynamics

3.1 Blade Passage Analysis: MISES.The transonic com-
pressor blade analysis was carried out using MISES~multiple
blade interacting streamtube Euler solver!, an interactive viscous
flow analysis package@7# widely used in turbomachinery analysis
and design. MISES’ flow solver, ISES can be used to analyze and
design single- or multielement airfoils over a wide range of flow
conditions. ISES incorporates a zonal approach in which the in-
viscid part of the flow is described by the projection of the steady-
state three-dimensional~3D! Euler equations onto an axisymmet-
ric stream surface of variable thickness and radius. The resulting
two-dimensional equations are discretized in conservative form
over a streamline grid. The viscous parts of the flow~boundary
layers and wake! are modeled by a two-equation integral bound-
ary layer formulation@8#. The viscous and inviscid parts of the
flowfield are coupled through the displacement thickness and the
resulting nonlinear system of equations is solved using the
Newton-Raphson method@9#. A feature of MISES that is particu-
larly relevant to probabilistic analysis is its speed. For the cases
reported herein, typical execution times are three to ten sec per
trial on a 1.8-GHz Pentium 4 processor.

The aerodynamic performance of an isolated compressor rotor
passage may be summarized by the changes in total enthalpy and
entropy in the flow across the passage, i.e., the amount of work
done on the fluid and the losses accrued in the process. The de-
pendence of total enthalpy change,Dht , on tangential momentum
changes across the blade row is described by the Euler turbine
equation,

Dht5v@r 1u1 tanb12r 2u2 tan~b12q!#,

where v, r, and u denote wheel speed, radius, and axial flow
velocity, and the subscripts 1 and 2 denote inlet and exit, respec-
tively. For small radial variation and axial velocity ratio (u2 /u1)
near unity, the enthalpy change depends primarily on the amount
of flow turning,qªb22b1 .

An appropriate choice for a measure of loss in an adiabatic
machine is entropy generation@10#. The increase in entropy re-
sults in a decrease of the stagnation pressure rise when compared
with the ideal~isentropic! value. In what follows, the loss coeffi-
cient is defined as the drop in total pressure at the passage exit
scaled by the inlet dynamic pressure,

Ãª

pT2

0 2 p̄T2

pT1
2p1

. (5)

HerepT2

0 is the ideal~isentropic! total pressure at the passage exit
and p̄T2

is the mass-averaged total pressure at the passage exit.
Details of MISES’ cascade loss calculation can be found in Ap-
pendix C of Ref.@9#.

Fig. 4 Eigenvalues of covariance matrix versus number of
samples. Average eigenvalues „—…, Á2s interval about the
mean „-.-… and Á10% accuracy bands „- - -….

Journal of Turbomachinery OCTOBER 2003, Vol. 125 Õ 695

Downloaded 31 May 2010 to 171.66.16.27. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3.2 Probabilistic Analysis. Computed loss coefficient and
turning values are taken to be functions ofn independent variables
representing the geometry of the flow passage andm variables
representing other flow parameters,

Ã5Ã~x,y!, q5q~x,y!,

wherexPRn denotes the vector of geometric parameters andy
PRm contains the remaining parameters. BothÃ andq are deter-
ministic functions ofx and y, i.e., for givenx and y, there is a
unique corresponding value ofÃ.

Consider next a continuous random vectorX with joint prob-
ability density functionf X . For fixed flow parametersy, the ex-
pected value ofÃ(X,y) is defined by

mÃªE
x
@Ã~X,y!#5E

Rn
Ã~x,y! f x~x!dx (6)

and the variance ofÃ(X,y) is given by

sÃ
2
ªVar~Ã~X,y!!5E

x
b~Ã~X,y!2mÃ!2c. (7)

Similar expressions follow for meanmq and variancesq
2 of

turning.
In general, the functional dependence ofÃ on the geometric

parametersx is too involved to allow for a closed form evaluation
of the integrals in definitions~6! and ~7!. However, numerical
approximations can be obtained via probabilistic analysis tech-
niques. One such technique, the Monte Carlo method@11–13#, is
applied here to estimating the effect of geometric and inlet flow
condition variability. Garzon and Darmofal@14# applied and com-
pared other probabilistic analysis techniques~e.g., response sur-
face methodology, probabilistic quadrature! to assessing the im-
pact of geometric variability on aerodynamic performance. In that
investigation, while the mean aerodynamic performance could be
reasonably estimated using lower-fidelity probabilistic analysis
techniques, the accurate prediction of the aerodynamic perfor-
mance variability required Monte Carlo simulations~MCS!. Thus,
in the present work, we rely solely on Monte Carlo simulations for
probabilistic analysis.

One of the attractive features of MCS is that parallelization of
concurrent calculations can be readily implemented in shared
memory parallel computers as well as across networks of hetero-
geneous workstations. In the present context, each function evalu-
ation consisted of grid generation, flow-field analysis and post-
processing steps that were automated and parallelized using
command scripts. All probabilistic simulations reported in this
paper were carried out on a 10-node Beowulf cluster at the MIT
Aerospace Computational Design Laboratory. Each node was
equipped with dual 1.8-GHz Xeon processors. For the present
application, 2000 trials required about one hour of computing time
using all ten nodes.

3.3 Application. The nominal rotor reported here was part
of the sixth stage from an experimental core axial compression
system. The following operating conditions were assumed in the
through-flow analysis: mass flow rate of 20 kg/sec, wheel speed of
1200 rad/sec (U tip5301 m/sec) and axial inlet flow~no swirl!. In
addition, the stage inlet static temperature and pressure were taken
to be 390 K and 200 kPa resulting in an inlet Mach number of
0.43.

The axisymmetric viscous flow packageMTFLOW was used to
perform the initial through-flow calculation.MTFLOW implements
a meridional streamline grid discretization of the axisymmetric
Euler equations in conservative form. Total enthalpy at discrete
flow field locations and constant mass along each streamtube are
prescribed directly. The localized effects of swirl, entropy genera-
tion, and blockage due to rotating or static blade rows can also be
modeled@15,16#.

The inlet relative Mach number and flow angle were taken to be
0.90 and 62.6 degrees, respectively, and the Reynolds number

based on inlet tip radius was 33106. Figure 5 shows the pressure
distribution on the suction and pressure surfaces of the airfoil.
After a short precompression entry region, a shock appears on the
suction surface followed by mild compression until about two-
thirds of the chord length; from there the flow is further deceler-
ated until the trailing edge is reached. On the concave side, an
adverse pressure gradient exists until about midchord, followed by
a plateau. The baseline loss coefficient and turning were computed
by MISES to be 0.027 and 14.40 degrees, respectively.

The noise model employed in the probabilistic analysis is the
PCA-based model described in a previous section. The model is
defined by Eq.~4!. The convergence criterion used for the Monte
Carlo simulations was

uŝÃ
N 2ŝÃ

N2nu,«,

where the superscripts indicate the number of samples taken. In
the present study,«51025 and n510 were used. Results from
numerical experimentation suggested thatN52000 trials were
typically sufficient to achieve the required tolerance for the case
reported here.

Figure 6 shows histograms of loss coefficient and turning. The
abscissa represents the values of the output variable, while the
ordinate indicates the relative number of trials that fall within each
of the equal-length intervals subdividing the abscissa. In the limit
of large number of trials,N→`, the outline of the histogram bar
plot approaches the continuous distribution of the output variable.
The two vertical dashed lines indicate the nominal~baseline! and
mean values. The estimated mean loss coefficient is about 4%
higher than the baseline~noiseless! value, while the mean turning
is about 1% lower than nominal. The standard deviation of loss
coefficient is 0.0008, which is less than 3% of the mean loss. For
the turning, the standard deviation is 0.087 degrees which is only
about 0.6% of the mean turning.

The small impact of geometric variability on aerodynamic per-
formance is not surprising given the small geometric variability
present in the measurement samples. Production airfoils, manu-
factured with processes that are less tightly controlled than the
current flank-milled IBR case, should be expected to exhibit
higher levels of geometric variability. The Appendix illustrates the
differences in shape variability between two IBR manufactured
with point and flank milling, respectively. As discussed in the
Appendix, the flank-milled IBR data being studied has approxi-
mately ten times less variability than can occur in other common
manufacturing processes.

To explore the impact of increased manufacturing noise ampli-
tude on the aerodynamic performance statistics, a series of Monte

Fig. 5 IBR Pressure Coefficient, M1Ä0.90, axial velocity-
density ratio „AVDR…: 1.27
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Carlo simulations were performed with various levels of geomet-
ric noise. In those simulations, the geometric noise model was
modified to take the form

X̃5x01 x̄1a(
i 51

K

s iZivi , (8)

wherea is a geometric variability amplitude. Figure 7 summarizes
the Monte Carlo estimates of mean and standard deviation of the
outputs of interest fora51, . . . ,8. In thefigure, the horizontal
dashed line indicates the loss and turning corresponding to the
average geometry,x01 x̄. Similarly, the baseline loss and turning
are indicated by solid lines. At the original noise level,a51, the
impact of the average geometry dominates the difference in loss
coefficient and turning from the baseline values, i.e., the geomet-
ric variability about the average geometry has little effect on the
‘‘mean shift.’’ For a noise amplitude ofa52, the effect of the
geometric variability becomes noticeable; in the case of the loss
coefficient, the noise contributes about half of the total shift. For
a54, the contribution of the average geometry to turning mean
shift is about half of the total. Fora.4, the shift from nominal in
both loss and turning is dominated by the variability of the blade
measurements, rather than by the average geometry. Ata55 the
loss mean shift is about 23% of the nominal value, an increase of
a factor of six froma51. The standard deviation of loss coeffi-
cient increased by a factor of 6 from 0.0008 ata51 to 0.005 at
a55. The turning mean shift ata55 is roughly twice as large as

the baseline value, while the standard deviation of turning in-
creased by a factor of 5. One implication of the increase in rela-
tive importance of the scatter is that controlling the manufacturing
process by ‘‘re-centering’’ the target geometry may not be suffi-
cient to effectively improve the mean performance.

The mean loss coefficient and turning depicted in Fig. 7 do not
vary linearly with geometric noise amplitude in the vicinity ofa
51. Rather the amount of curvature indicates a higher-order de-
pendence. The increase in loss and turning variability—a mea-
sured by their estimated standard deviation—increases nearly lin-
early with geometric noise amplitude, at the approximate rates of
0.001/a for loss and 0.1/a degrees for turning. This behavior can
be explained by considering a quadratic approximation to the loss
coefficient; namely,

Ã̂~x!5Ã̂01c1x1c2x2,

wherex is a noise variable. In particular, consider a centered nor-
mal variableXPN(0,asX

2) wherea is the noise amplitude multi-
plying sX . Then, the expected value ofÃ is

E@Ã̂~X!#5Ã̂01c1E@X#1c2EbX2c5Ã̂01c2a2sX
2.

Thus the mean-shift in loss coefficient is seen to depend quadrati-
cally on the amplitude of the noise. The variance of the assumed
quadratic loss is

Var~Ã̂0~X!!5c1
2a2sX

2F112S c2asX

c1
D G .

The nondimensional quantityc2asX /c1 , is the ratio of the change
in loss due to the quadratic term relative to the linear term for a
12s ~after amplification bya! noise. Thus if the impact of the
quadratic terms at this noise level is small compared to the linear
terms, we would expect to see a largely linear dependence on the
standard deviation of the loss with respect to the noise amplitude
a. This linear dependence ona of the standard deviation of the
turning angle is clearly seen in Fig. 9. The loss standard deviation
is also fairly linear, but some curvature can be seen indicating that
the quadratic terms are more important in the loss behavior.

Further understanding of how the amplitude of the noise im-
pacts the cascade aerodynamic performance can be seen in Fig. 8
and 9 which show the cumulative distribution functions~CDF!4 of
loss and turning for values ofa ranging from 1 to 8. The

4The distribution functionF:TR°@0,1# of a random variableX is defined by
F(b)5P$X<b%, i.e., the probability thatX takes on a value smaller than or equal to
b.

Fig. 6 IBR: Loss and turning histograms

Fig. 7 IBR: Mean and standard deviation versus noise ampli-
tude
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nominal and average-airfoil values are indicated by dashed and
dash-dot vertical lines, respectively, and the arrows indicate the
direction of increasinga. Figure 8 shows how the high-end ‘‘tails’’
of the loss distributions become thicker asa increases. Fora51
the probability that the loss coefficient will take on values smaller
than nominal is only about 15%, while ata58 that probability
has dropped nearly to zero.

By comparison, the behavior of the turning distribution with
increasing noise amplitude does not show a significant impact on
mean turning~Fig. 9!. The CDF of turning seem to all cross in the
vicinity of the nominal value, indicating that the mean shift is
small compared to the variability. This behavior of loss and turn-
ing has been consistently observed in a variety of compressor
applications studied previously@17#. In particular, the mean loss is
always increased as a result of geometric variability while the
mean turning is relatively unaffected.

The impact of geometric variability on boundary layer thick-
ness is illustrated in Fig. 10 for noise levela55. The figure shows
nominal and mean momentum thickness (u/c) on the suction and
pressure sides~indicated in the plots by SS and PS, respectively!.
The dashed and dot-dashed lines indicate the nominal values—
i.e., without geometric noise—while the solid lines indicate the
mean values from Monte Carlo simulation. The error bars indicate
to a one-standard-deviation interval about the mean. The discrep-
ancy between nominal and mean momentum thickness values is
more pronounced on the pressure side, as is its variability. The

growth in mean momentum thickness relative to the nominal is
seen to occur most significantly at the leading edge~notably at
about 5% chord! on the pressure surface.

As discussed by Cumpsty@18#,5 the momentum thickness itself
does not necessarily point to the mechanism by which losses are
created. A more appropriate quantity to consider is the boundary
layer dissipation coefficient, defined by

Cd85E
0

d t

rUe
2

]

]y S u

Ue
Ddy, (9)

where t stands for shear stress,Ue is the boundary layer edge
velocity, r stands for density,d is the boundary layer thickness,
and u is the component of the flow velocity along the dominant
flow directionx ~herex and its normal complementy are boundary
layer coordinates!. As shown by Denton@10# the cumulative value
of rUe

3Cd8 over the interval 0<x8<x,

E
0

x

rUe
3Cd8dx8, (10)

is a measure of the rate of entropy generation per unit span6 in the
boundary layer.

Figure 11 shows cumulative values ofrUe
3Cd8 as per Eq.~10! at

geometric noise levela55. The rate of entropy generation is
about three times higher on the suction side than on the pressure
side. The nominal-to-mean shift is more pronounced on the pres-
sure side, as is the variability. As shown in the figure, the mean
shift and variability in entropy generation rate increase rapidly in
the first 10% chord and change little aft of the 25% chord loca-
tion. This indicates that loss variability is accrued primarily at the
leading edge and agrees with the observed growth of mean mo-
mentum thickness in this region.

While the PCA-based probabilistic model optimally describes
the geometric variability, the impact of the geometric modes on
the aerodynamic performance depends not only on the magnitude
of the underlying geometric variability, but also on their aerody-
namic sensitivity to that geometric perturbation. To quantify the
relative importance of the PCA modes on aerodynamic perfor-
mance, we have performed Monte Carlo simulations with increas-
ing values ofK ~i.e., increasing numbers of PCA modes!. Figure
12 presents statistics of loss and turning according to the number
of PCA modes used in the geometric noise model~denotedK in
Eq. ~8!! for noise amplitudea55. For each value ofK, a Monte
Carlo simulation withN55000 trials was performed. Baseline

5Section 1.5; see also Denton@10#.
6It is assumed here that the process takes place at constant temperature.

Fig. 8 IBR: Impact of geometric variability on loss coefficient
distribution, aÄ1,2, . . . ,8

Fig. 9 IBR: Impact of geometric variability on turning distribu-
tion, aÄ1,2, . . . ,8

Fig. 10 IBR: Effect of geometric variability on momentum
thickness. Mean indicated by solid lines, one-standard devia-
tion interval by error bars. †SS‡: suction side, †PS‡: pressure
side.
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and average-geometry values are denoted by constant dashed
lines, while the values corresponding toK5mp ~all modes! are
shown by a solid line. The average-geometry contribution to mean
loss constitutes a relatively small fraction of the total shift from
nominal, as pointed out earlier. The geometric scatter of the first
six modes is responsible for about 90% of the total mean shift in
loss coefficient. Similarly, the first six modes taken together pro-
duce close to 90% of the turning mean shift obtained when all
modes are considered. The first six modes are also the most influ-
ential on loss coefficient variability, as indicated by its standard
deviation plot. The first two modes clearly dominate turning angle
variability. Table 2 shows the percent differences between the sta-
tistics of the reduced-order and full-model simulations. Using
only the first PCA mode, mean loss is underpredicted by 15% and
the error in standard deviation of loss and turning is 56 and 71%,
respectively. It takes 15 modes to reduce the error in standard
deviation of loss coefficient to 7%. BeyondK515, comparisons
stop being meaningful due to lack of resolution in the Monte
Carlo simulation.

4 Effect of Geometric Variability on Overall Compres-
sor Performance

In this section, the impact of airfoil geometry variability on
overall compressor performance is estimated. Compressor effi-
ciency and pressure ratio are obtained by exercising a multistage
mean-line compressor model in combination with probabilistic
loss and turning models for the IBR blade discussed above.

A compressor stage mean-line model was derived from the fol-
lowing two observations. First, given the rotor total pressure loss
coefficientf r , the flow turningq r , the outlet area, and the up-
stream flow conditions, the rotor outlet state is described by the
nonlinear system

FªDTT2
v

cp
~r 2V2 sina22r 1V1 sina1!50, (11)

Gª

ṁATT2

PT2
A2 cosa2

2Ag

R

M2

S 11
g21

2
M2

2D ~g11!@z~g21!#
50,

(12)

HªV2@sina21cosa2 tan~b12q r !#2vr 250, (13)

where

TT2
~DTT!5TT1

1DTT ,

V2~DTT ,M2!5M2S gRTT2

11
g21

2
M2

2D 1/2

,

PT2
~DTT!

5PT1RF 12f r

1

2
gM1R

2

S 11
g21

2
M1R

2 D g/~g21!G S TT2

TT1R

D g/~g21!

.

In the above equations,P, T, M, A, andR stand for temperature,
pressure, Mach number, area, and gas constant, respectively;a
denotes absolute andb relative flow angles; the subscripts 1, 2,
and 3 denote rotor inlet, rotor exit/stator inlet, and stator exit; and
the subscriptsT and R denote ‘‘total’’ and ‘‘relative’’ quantities,
respectively;v stands for wheel speed,ṁ for mass flow rate, and
r for radius. The stator is described by similar equations withv
50, loss coefficientfs , and turningqs .

Equations~11!–~13! form a nonlinear system in the variables
DTT , M2 , and a2 , which was solved numerically using a
Newton-Raphson solver. Equation~11! is simply a restatement of
the Euler turbine equation for calorically perfect gases. Equation
~12! is the flow parameter formula for quasi-one-dimensional flow
of calorically perfect gases~Fligner’s formula!. Equation ~13!
states that the absolute and relative tangential velocities are re-
lated via the wheel speed.

The probabilistic mean-line calculations estimate only the im-
pact of blade-to blade flow variability—caused by geometric
noise—on compressor performance. Geometric variability leading
to three dimensional flow effects~e.g., tip-clearance leakage, part-
span losses, off-design radial imbalances, end-wall losses, etc.!

Fig. 11 IBR: Effect of geometric variability on boundary layer
entropy generation as per Eq. „10…. Mean indicated by solid
lines, one-standard deviation interval by error bars. †SS‡: suc-
tion side, †PS‡: pressure side.

Fig. 12 IBR mid section: Statistics versus number of PCA
modes, aÄ5

Table 2 Percent difference in statistics from reduced-order
model „with K modes … and full model „KÄmp … simulations, a
Ä5

K mÃ sÃ mq sq

1 214.5 256.4 1.08 271.1
5 25.2 220.0 0.43 29.3
10 22.2 25.7 0.19 25.2
15 21.4 23.0 0.12 22.4
20 20.8 22.5 0.07 21.4
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are not considered. The present approach therefore is likely to
underestimate the performance variability of actual compressors
in the presence of geometric variability.

4.1 Loss Coefficient and Turning Angle Models. Concep-
tually, the loss coefficient and turning angle obtained from blade
passage analyses may be taken to be deterministic functions of
various geometric and flow parameters such as inlet flow angle,
inlet Mach number, etc. In particular, let

f5f~a,x! and q5q~a,x!,

wherea is inlet flow incidence andx is a vector of parameters
describing amplitudes of geometric noise modes such as those
described above. In the present application, ‘‘incidence’’ is taken
to mean the difference between the nominal inlet flow angle~here
the minimum-loss angle! and the actual flow angle of the incom-
ing stream. Other geometric and flow parameters are assumed to
be fixed and their functional dependence is not explicitly modeled.
Furthermore, we separatef into nominal and noise terms,

w~a,x!5w0~a!1Df~a,x!, (14)

then define

Dmf~a!ªE
X

@Df~a,X!#, sf
2 ~a!ªVar

X
~Df~a,X!!.

In generalDmf(a) and sf
2 (a) may not be available in closed

form. Instead, letDm̂f(a) and ŝf
2 (a) be models of loss ‘‘mean

shift’’ ~i.e., the difference between loss variance, respectively.
Then

E
X

@f~a,X!#5E
X

@f0~a!1Df~a,X!#'f0~a!1Dm̂f~a!,

Var
X

~f~a,X!!5E
X

@~Df~a,X!2Dmf~a,X!!2#'ŝf
2 ~a!.

For fixeda, it is further assumed thatDf(a,X) is normally dis-
tributed; that is,

Df~a,X!PN~Dm̂f~a!,ŝf
2 ~a!!.

Models of Dm̂f(a), ŝf
2 (a), Dm̂q(a), and ŝq

2 (a) were ob-
tained from computed statistics of loss and turning at fixed values
of incidence for isolated blade passages using the MISES blade
passage analysis in a Monte Carlo simulation. Finally, an identical
argument was applied to obtaining models for turning angle.

Figure 13 shows loss coefficient MCS results. The geometric
noise assumed in the simulations was the PCA-based model as
before, with noise amplitudea55. The output statistics were
computed for each fixed value ofa from N52000 trials. In Fig.
13, the solid line connects the computed nominal loss coefficient
~i.e., in the absence of geometric noise!; the dash-dot line con-
nects the values computed for the average-geometry airfoil; the
dashed line indicates the MCS mean values; and the error bars
show two-standard-deviation intervals centered at the mean. The
figure shows a typical ‘‘loss bucket’’ shape with minimum nomi-
nal loss approximately at zero incidence. The loss coefficient in-
creases more steeply for positive values of incidence as does its
variability. No points are plotted fora.1 degree where numerical
convergence of the Monte Carlo simulations was deficient~less
than 80% of the MISES’ runs in the Monte Carlo simulation con-
verged!.

The computed data points illustrated above are used to define
piecewise-cubic interpolating splines with zero-second-derivative
end conditions. To avoid dangerous extrapolation outside the in-
cidence range for which computed data points were available,
additional points were added ata52, 3, and 4 by linearly ex-
trapolating the nominal loss and turning and replicating the mean-
shift and variance values corresponding to the highest computed
a.

4.2 Probabilistic Six-Stage Compressor Model. The start-
ing point for the probabilistic analysis was a six-stage compressor
model with nominal pressure ratiop0510.8 and polytropic effi-
ciency e050.96. The nominal rotor and stator loss coefficients
were f r5fs50.03, and the nominal rotor turning wasq r
514.4 deg. The high nominal efficiency is due to the absence of
end-wall and tip-clearance losses in the model.

Stator nominal loss and turning, as well as their mean shift and
standard deviation, were taken directly from the IBR incidence
models discussed above. Stators are generally required to produce
more flow turning than rotors. Therefore it should be expected that
the stators will exhibit higher exit flow variability~e.g., more flow
deflection! than the rotor. As a conservative estimate the same
nominal, mean-shift and variance models for loss coefficient were
used for the stator and for the rotor. The stator turning variability
model was obtained by scaling the rotor model to the stator nomi-
nal turning—effectively using the same standard-deviation versus
incidence model as for the rotor.

Monte Carlo simulation results (N52000) show a 0.2% drop

Fig. 13 IBR: Loss coefficient and turning angle versus incidence, aÄ5
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from nominal polytropic efficiency to the mean value, and a 0.5%
decrease in total pressure ratio for the base noise level. At the
baseline noise level the primary contribution to performance de-
viations comes from the average geometry rather than from the
geometric variability.

The geometric variability present in the IBR coordinate mea-
surements is quite small, due to the use of a highly controlled
manufacturing process. The ‘‘small’’ geometric noise in the mea-
surements translates to small loss and turning variability, which in
turn result in small compressor performance uncertainty: the stan-
dard deviation of polytropic efficiency and pressure ratio are
0.04% and 0.02, respectively. The impact of increased noise level
is reported next.

4.3 Impact of Geometric Noise Amplitude. Presumably,
as the amount of geometric variability increases, so should its
impact on compressor performance. This subsection attempts to
quantify that trend within the limitations of the current mean-line
model. Table 3 summarizes the polytropic efficiency and overall
pressure ratio statistics for three noise variability levels:a51, 2,
and 5.

For a52, the mean shift in polytropic efficiency and pressure
ratio are 0.3% and 0.7%, respectively. The standard deviation of
polytropic efficiency increases roughly by a factor of 2 when com-
pared with itsa51 counterpart. At thea55 level, the standard
deviation of efficiency has risen to about 0.2%, a sevenfold in-
crease froma51. At this level of noise, the mean shift in poly-
tropic efficiency also becomes noticeable at;1% from nominal.
When comparing the impact of geometric noise amplitude on
pressure ratio variability, the increase is nearly linear with noise
level, i.e., compared with thea51 case, the standard deviation of
pressure ratio ata52 increases by a factor of 2 and ata55 by a
factor of 6.

4.4 Multiple-Blade Rows. In the calculations reported
above, it was assumed that for a given bladed row, all passages
behaved identically, i.e., that a single passage can be considered to
represent each bladed row. In this section, multiple passages per
blade row are considered. Loss and turning values for each pas-
sage are sampled from a normal distribution according to inlet
incidence. Thus, for each passage instance, loss and turning values
are in general different but have the same statistics prescribed by
the loss and turning models. The corresponding system of stage
equations@Eqs.~11!–~13!# is solved for each passage. The outlet
conditions are area-averaged to initialize the inlet conditions of
the next rotor or stator and the calculation is marched through the
compressor.

Table 4 shows polytropic efficiency and pressure ratio statistics

for the six-stage compressor model reported above but with 80
independent blades per row~rotor or stator!. Statistics for three
levels of geometric variability are reported. In comparing Table 4
to Table 3, it is seen that ata51, the mean shifts for the baseline
multiple-blade calculation are the same as for the single-blade
case. The efficiency and pressure ratio standard deviations in the
multiple-blade case are 13 and 77% lower, respectively, than in
the single-blade case. At thea55 noise level the efficiency mean
shift is one percentage point, in contrast the 1.2% drop seen with
the single-blade calculation. The standard deviations of efficiency
and pressure ratio have decreased by 30 and 75%, respectively,
compared to the single-blade results.

The reduction in efficiency and pressure ratio mean shift can be
explained in part by considering a deterministic compressor with
loss and turning given by the mean values obtained from Monte
Carlo simulation. As the number of blade passages is increased,
the mean values of efficiency and pressure ratio converge to those
obtained for mean loss and turning models. Table 5 shows the
resulting polytropic efficiency and pressure ratio values using
mean loss and turning for the three noise levels considered. Com-
paring the values in Table 5 to the mean polytropic efficiency and
pressure ratio in Table 4 and taking into account their reduced
variability, it can be concluded that the contribution of the mean
values of loss and turning~for given incidence! dominates the
mean shifts of polytropic efficiency and pressure ratio.

5 Conclusions
In this paper, we developed and applied a probabilistic method-

ology to quantify the impact of geometric variability on compres-
sor aerodynamic performance. The methodology utilizes a
principal-component analysis~PCA! to derive a high-fidelity
probabilistic model of airfoil geometric variability. This probabi-
listic blade geometry model is then combined with a compress-
ible, viscous blade-passage analysis to estimate the aerodynamic
performance statistics using Monte Carlo simulation. Finally, a
probabilistic mean-line multistage compressor model, with proba-
bilistic loss and turning models from the blade-passage analysis, is
developed to quantify the impact of the blade variability on com-
pressor efficiency and pressure ratio.

The methodology was applied to a flank-milled integrally
bladed rotor~IBR! with blade surface measurements taken by a
coordinate measuring machine. The PCA model of the geometric
variability demonstrates that 99% of the geometric scatter can be
modeled with approximately the five strongest PCA modes. How-
ever, subsequent aerodynamic analysis of the blade passage dem-
onstrates that approximately 15 modes are needed to model 99%
of the overall aerodynamic impact on loss and turning.

At the blade passage level, the overall impact of the variability
in the flank-milled IBR was found to be very low causing only a
4% shift ~i.e., increase! of the mean loss compared to the loss of
the design-intent blade, and an even smaller impact on the mean
turning. The source of the change in mean performance was at-
tributed to variability in the loss and turning. However, compari-
sons of the level of geometric variability in the flank-milled IBR
data to other manufactured blades showed the flank-milled data in
this study to have at least five times less variability than com-
monly observed in other situations. Thus a study of the aerody-
namic impact of the variability was also performed at increased
noise levels.

Table 3 Impact of geometric noise amplitude on compressor
performance. e0 and p0 are the efficiency and pressure ratio
for the nominal compressor „no noise ….

a e0 me se3100 p0 mp sp

1
0.963

0.961 0.038
10.79

10.73 0.022
2 0.959 0.083 10.71 0.043
5 0.951 0.275 10.59 0.111

Table 4 Six-stage compressor, IBR airfoil-based loss and turn-
ing models, 80 blade passages per row. e0 and p0 are the effi-
ciency and pressure ratio for the nominal compressor „no
noise ….

a e0 me se3100 p0 mp sp

1
0.963

0.961 0.033
10.79

10.73 0.005
2 0.960 0.065 10.72 0.010
5 0.953 0.197 10.61 0.029

Table 5 Six-stage compressor, mean loss, and mean turning
„no variability …

a51 a52 a55
e p e p e p

0.961 10.73 0.960 10.71 0.954 10.62
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At five times the actual IBR geometric noise level~which is
considered representative of many manufacturing processes!, the
mean loss was approximately 20% larger than the nominal loss. In
particular, for this application we note that:

• The majority of the mean shift in loss arises from the blade
variability and only a small portion is due to errors in the mean
geometry. Thus simply re-targeting the manufacturing process will
not have a substantial impact on the mean aerodynamic perfor-
mance of the blades.

• The major source of the increased mean and variance of the
passage loss can be traced to the leading-edge of the blade, spe-
cifically in the first 5% of the chord on the pressure surface. In this
region, substantial increases in mean dissipation and subsequently
boundary layer momentum thickness were observed as a result of
the geometric variability.

• Mean turning is not greatly impacted by geometric variabil-
ity. At all the noise levels studied, the mean turning is similar to
the nominal blade turning, though the variation of the turning
increases with geometric noise level.

The impact of the blade variability was then studied for a mul-
tistage compressor using a mean-line model for a notional six-
stage compressor. As observed in the blade-passage analysis, the
actual noise in the flank-milled data has a small impact on the
compressor efficiency~a 0.3% decrease in mean efficiency from
nominal! and pressure ratio~a 0.7% decrease in mean pressure
ratio from nominal!. However, at the fivefold geometric noise
level, the compressor mean efficiency drops by 1% indicating that
geometric variability could have a significant impact on the com-
pressor performance. Furthermore, the majority of this mean shift
in compressor efficiency can be accounted for by the mean shift in
the passage aerodynamic behavior.

Future work will include studies of other blades including those
with larger manufacturing variability. Also, three-dimensional ef-
fects such as tip clearance are currently being investigated. Fi-

nally, robust aerothermal blade design has been applied to miti-
gate the impact of the geometric variability and will be reported in
subsequent publications@17#.
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Appendix: Comparison With Production Manufactur-
ing Variability

The flank-milled IBR considered in the main text exhibited
geometric variability which is uncommonly low for production
hardware. Point milling is a well understood and widely used
method for manufacturing compressor blades. In this technique, a
ball cutter removes material from a block of metal following
computer-controlled paths. The main disadvantages of point mill-
ing are the time required to cut an entire blade surface in several
passes and the resulting scalloped surface finish@19#. An alterna-
tive to point milling that is starting to become practical is flank
milling, whereby a conical tool is used to cut the entire surface of
a blade from the blank material in a single pass@19#. Flank mill-
ing poses a more challenging tool control problem than point mill-
ing, but can potentially be more time and cost effective. Another
advantage of flank milling is that it produces a better surface
finish than point milling, requiring less time for surface polishing.
The geometric measurements reported above corresponded to an
IBR manufactured via tightly controlled flank milling.

Figure 14 shows plots of measured deviations of two produc-
tion compressor rotor blades, one manufactured with point milling
and the other with flank milling. Deviations in chord length and

Fig. 14 Measured deviations for sample point and flank-milled IBR
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leading-edge thickness at various spanwise locations are shown.
The deviations have been scaled with respect to the nominal span-
wise average chord. Largest positive and negative deviations at
each spanwise station are indicated by dashed lines, which in turn
provides a rough measure of variability in each measured dimen-
sion. Table 6 shows maximum deviations~per unit chord! inter-
vals in chord length, leading and trailing-edge thickness for the
measurements shown in Fig. 14. The point-milled IBR exhibits
roughly 18 times more variability in chord length than the flank-
milled rotor. The variability in LE and TE thickness measure-
ments for the point-milled IBR is roughly six times that of the
flank-milled rotor. This comparison provides a justification for the
higher geometric variability levels considered in the main text.
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Table 6 Spanwise maximum deviation intervals „per unit
chord … for point- and flank-milled IBR measurements

Dimension Point (3103) Flank (3103) Ratio

Chord length 8.6 0.49 18
LE thickness 2.7 0.49 6.7
TE thickness 3.8 0.57 5.6
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Experimental Investigation of
Centrifugal Compressor
Stabilization Techniques
Results from a series of experiments to investigate techniques for extending the stable flow
range of a centrifugal compressor are reported. The research was conducted in a high-
speed centrifugal compressor at the NASA Glenn Research Center. The stabilizing effect
of steadily flowing air-streams injected into the vaneless region of a vane-island diffuser
through the shroud surface is described. Parametric variations of injection angle, injec-
tion flow rate, number of injectors, injector spacing, and injection versus bleed were
investigated for a range of impeller speeds and tip clearances. Both the compressor
discharge and an external source were used for the injection air supply. The stabilizing
effect of flow obstructions created by tubes that were inserted into the diffuser vaneless
space through the shroud was also investigated. Tube immersion into the vaneless space
was varied in the flow obstruction experiments. Results from testing done at impeller
design speed and tip clearance are presented. Surge margin improved by 1.7 points using
injection air that was supplied from within the compressor. Externally supplied injection
air was used to return the compressor to stable operation after being throttled into surge.
The tubes, which were capped to prevent mass flux, provided 6.5 points of additional
surge margin over the baseline surge margin of 11.7 points.@DOI: 10.1115/1.1624846#

Introduction
The effort to determine the causes, precursors, and control

mechanisms for stall and surge in both axial and centrifugal com-
pressors has had many contributors over the years. Rodgers@1#
tested numerous channel diffusers with back-swept impellers and
found that diffuser initiated surge occurred at a nearly constant
impeller to throat diffusion ratio of 1.8 for Mach numbers below
unity. Rodgers concluded that a rapid accumulation of blockage
near the diffuser throat limits the achievable diffusion ratio. The
work was based in part on earlier work by Rundstadler and Dean
@2# who demonstrated the importance of diffuser throat boundary
layer blockage to the pressure recovery of the channel diffuser.
Both works show the sensitivity of compressor performance to
flow conditions in the vaneless and semivaneless regions of a
channel diffuser.

A number of investigators have also demonstrated various strat-
egies to extend the stable flow range of centrifugal compressors.
Jansen et al.@3# reported the stabilizing effect of a slotted hub-
wall treatment, beginning at the impeller exit and extending
downstream of the diffuser throat, applied to a variable geometry
vaned diffuser. Raw@4# demonstrated surge margin improvement
in a conical pipe diffuser by using ‘‘porous drillings’’ to bleed
flow from the region of the diffuser throat. Nelson et al.@5# re-
ported a successful effort to stabilize the axial-centrifugal com-
pressor of a turbo-shaft engine using both steady-flow and pulsed
injection of air into the diffuser channels through slots in the
suction side of the vanes.

Stein et al.@6# conducted three-dimensional~3D! time accurate
simulations of a high-speed centrifugal impeller at surge condi-
tions. Air injection at the impeller inlet was added to the model
and several parametric variations of injection angle were ana-
lyzed. The computations showed that a flow reversal occurred on
the leading edge of the impeller blades at reduced mass flow con-
ditions. Air injection eliminated a local separation that was caus-
ing flow reversal and improved impeller stability.

Oakes et al.@7# worked to characterize the instability in a high-
speed centrifugal compressor as it approached and entered surge.
Arrays of high response pressure transducers were located up-
stream of the impeller inlet and in the endwall of the vaned dif-
fuser. Two rotating stall modes were identified, a nine-cell mode
that was a precursor to the initial surge cycle and a single cell
mode that coincided with surge initiation. Both modes were found
to be located near the diffuser.

Spakovszky@8# extended the Moore-Greitzer stability model
for axial compression systems to centrifugal compressors by add-
ing a radial duct to model the vaneless region between the impel-
ler and vaned diffuser. The improved stability model also shows
the importance of the vaneless space to compressor stability but
from the viewpoint of system dynamics. The radial extent of the
vaneless region and the amount of swirl in flow entering from the
impeller discharge are important parameters that influence system
stability. The improved model predicted a vaneless space distur-
bance rotating in a direction opposite the impeller. Working in the
same compressor used for the experiments reported herein, Spak-
ovszky verified the predicted disturbance and went on to demon-
strate range improvement using small amounts of externally sup-
plied air injected tangentially into the diffuser vaneless space in
the direction of impeller rotation.

The motivation for the present work was to improve the stable
flow range of centrifugal compressors by modifying flows in the
vaneless and semi-vaneless regions of the diffuser. One strategy
was to design a system of injectors that could provide variations
in position, direction and flow rate to affect as many regions of the
diffuser as possible. To implement that strategy, nozzles were in-
stalled through both the hub and shroud surfaces of the diffuser
and air injection was tested at several impeller tip clearances and
operating speeds. Another strategy implemented only on the
shroud surface employed tubes that were inserted into the diffuser
vaneless space to bleed low momentum flow discharging from the
impeller tip.

This paper focuses on the techniques applied to the shroud-side
of the diffuser. Results are presented from tests that were done at
design speed with a constant tip clearance of 2.4% of impeller
blade exit height.

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003. Manuscript received by the IGTI December 2002; final revision March
2003. Paper No. 2003-GT-38524. Review Chair: H. R. Simmons.
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Test Compressor
The test compressor is an Allison Engine Company design that

was scaled up to a flow size of 10 lbm/s ~4.54 kg/s! from the
original size of 3.655 lbm/s ~1.66 kg/s!. McKain and Holbrook@9#
give complete aerodynamic and mechanical design descriptions,
including impeller and diffuser geometries.

The stage~impeller with vane-island diffuser! was designed to
produce a pressure ratio of 4:1 at the design mass flow. The stan-
dard day corrected speed for the design flow condition is 21,789
rev/min with an exit tip speed of 1615 ft/s~492 m/s!. The inlet
relative Mach numbers on the suction surface range from 0.9 at
the tip to 0.45 at the hub. The impeller contains 15 main blades
and 15 splitter blades and has 50 degrees of backsweep from
radial at the discharge. The splitter-blade leading edge, located at
20% of main blade chord, is offset slightly toward the main-blade
suction surface in order to produce an even flow split. Both the
main blades and splitter blades are formed from quasinormal
straight-line elements between the hub and tip. The inlet tip diam-
eter is 8.264 in.~210 mm! and the inlet blade height is 2.501 in.
~64 mm!. The exit diameter is 16.986 in.~431 mm! and the exit
blade height is 0.671 in.~17 mm!. All dimensions are for hot
conditions at 100% of design speed.

The vane-island diffuser contains 24 passages. The vane lead-
ing edge is at a radius ratio of 1.08 and the mid pitch of the
passage throat is at a radius ratio of 1.10. The diffuser exit is at a
radius ratio of 1.68.

Surge Control Apparatus
Cross sections of the centrifugal compressor test rig, a shroud

injector and the air supply system are shown in Fig. 1. Also shown
is one of eight recirculation air pickups that were used for a con-
figuration where recirculating air was supplied to the injectors.

Shroud Side Injectors. Eight injector nozzles were installed
on the shroud side of the diffuser as shown in Fig. 2. The injector
nozzles were contained in valve bodies that had been designed for
pulsed-injection experiments where a voice-coil-type actuator
drove an internal valve, hence the large size. The injection nozzles
were interchangeable to permit testing of the wall-jet directions
shown in Fig. 3.

Only steady flow injection was used in these experiments. In-
jection air was supplied to all eight valve bodies by an external
manifold located around the circumference of the inlet. The mani-
fold was supplied by an external air source or by recirculating
flow collected through eight Pitot tube pickups located at the dif-
fuser discharge~Fig. 1!.

Control Tubes. Tubes were inserted through the shroud-side
injector openings into the diffuser vaneless space as shown in Fig.
4. The tubes were fabricated from 0.375 in.~10 mm! diameter
steel tubing that was bent to align the end residing inside the flow
path with the local absolute velocity vector. The interior end was
also partially recessed into the carrier plug to limit its immersion
to 50% of diffuser span when the plug was fully seated without
shims. Shims were placed under the exterior flange of the plug to
achieve lesser immersions. Eight tubes could be installed using
the same openings employed by the shroud side injectors~Fig. 2!.
The tubes provided a bleed path for the impeller discharge when
the exterior ends were left open. However, the results reported
here are from tests done with the external ends capped to prevent
any mass flux through the tube.

Test Procedure, Instrumentation
Compressor stability experiments were completed over a speed

range of 60–100% of design speed and at tip clearances of 2.4,
3.6, and 4.8% of exit blade height. Results from tests done at

Fig. 1 Cross section of test compressor and air injection ap-
paratus

Fig. 2 Diffuser shroud instrumentation and injector locations

Fig. 3 Shroud side injector orientations
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100% of design speed with a tip clearance equal to 2.4% of exit
blade height are reported here. At each condition, the compressor
was throttled to a starting point on the operating characteristic that
was near surge for the baseline compressor and then ramped into
surge by closing the throttle slowly at a constant rate.

The flow rate where the compressor surged was determined by
noting the flow rate where an audible change occurred in the
sound emanating from the compressor. As a check on the audible
indicator, the pressure delta across the main flow orifice was digi-
tized during the ramps. A second surge flow rate was later deter-
mined from the digitized orifice data to verify the initial number.
The computed surge flow rate was generally lower than the au-
dible surge rate. The audible surge flow rates reported herein are
within 20.05 and10.15 lbm/s ~224 and168 g/s! of the com-
puted value.

The surge flow rate was sensitive to changes in impeller tip
clearance. Air injection changed the local metal temperature
enough to change the clearance between the impeller trailing edge
and the shroud. After arriving at a starting point on the character-
istic that was near surge, the flow path dimensions were allowed
to adjust to the temperature conditions created by air injection.
The tip clearance was then adjusted to its initial value using a
unique feature of the test rig that permits controlled axial move-
ment of the impeller during operation. Tip clearance was mea-
sured during operation using a high-voltage touch-probe system.

High-response diffuser pressure data was collected using 50
psid~34.5 N/cm2! Kulite pressure transducers. Data were recorded
at a 2.5-kHz sampling rate with the raw signal filtered to a band-
width of 1 kHz. The high-response transducers were located only
on the shroud side of the diffuser as shown in Fig. 2. One passage
was heavily instrumented with transducers located along a mid-
pitch line extending from the vaneless space to a point near the
passage exit.

Steady-state static pressure arrays were located in two passages
on each of the shroud and hub surfaces. The shroud side static
pressure arrays are shown in Fig. 2. Similar arrays were located
on the hub. Stage total temperature and total pressure rise were
determined from measurements collected in the upstream plenum
and from rakes located in the discharge channel downstream of
the diffuser. The downstream rake plane is marked in Fig. 4. Six
four-element total pressure rakes and eight three-element total
temperature rakes were located in the downstream plane. Five of

the total temperature rakes and three of the total pressure rakes
were replaced by Pitot tubes when recirculated air was used to
supply injectors.

Steady-state data were collected using the test cell data system
~Escort System! that records all steady-state pressure, temperature
and speed data needed to determine compressor performance.
Steady-state measurement uncertainties are pressure 0.1 psi~0.1
N/cm2!, temperature 1 R~0.6°C!, and mass flow 0.05 lbm/s ~0.11
kg/s!. The Escort System was also used to collect performance
data while ramping toward surge since the throttle was being
closed slowly. Data readings were taken at roughly 0.1 lbm/s
~50 g/s! flow increments between the ramp starting point and the
surge point.

Experimental Results
Pressure rise characteristics, shown in Fig. 5, illustrate the

range improvement provided by each shroud-side technique.
Some of the results are shown as complete speed lines, others as
partial speed lines beginning near the surge flow rate of the base-
line characteristic.

All of the characteristics in Fig. 5 were obtained with injector
nozzles installed on the hub surface. The hub nozzle air supply
was closed for these experiments but a manifold between each
nozzle and air supply lines permitted communication between
nozzles. This communication improved the stable flow range of
the compressor, as did the porous drillings described by Raw@4#.
In the present work, the surge flow rate for the baseline compres-
sor was approximately 0.1 lbm/s ~50 g/s! lower than it was for the
same compressor with a solid diffuser hub surface.

The inlet corrected mass flow on each characteristic shown in
Fig. 5 was adjusted to account for the air that was injected into the
diffuser since it was injected downstream of the main flow orifice.
Mass flow was adjusted by adding the absolute injection flow rate
to the absolute flow rate at the compressor inlet and then correct-
ing the sum to inlet conditions. The adjustment was made for both
recirculated and external air supplies in order to determine the
flow rate through the diffuser.

The final data point shown on each characteristic is at the flow
rate determined from the audible surge indicator, adjusted for in-
jection. The location of the data point on the ordinate was deter-
mined from a second order curve fit of three to six data points
preceding surge.

Fig. 4 Cross section of test compressor and control tube

Fig. 5 Total pressure ratio characteristics at design speed and
2.4% tip clearance
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Surge margin is typically used as an indicator of range im-
provement when comparing compressor designs, where surge
margin is defined as

SM5S 12
p ref

psurge
•

ṁsurge

ṁref
D3100% and p5

P5

P0
.

Each technique produced a unique pressure rise characteristic.
A similar reference point on each characteristic is needed in order
to compute surge margins that can be compared between the tech-
niques. The reference points shown on each characteristic curve in
Fig. 5 lie along a line of constant compressor-exit corrected flow
computed at the design point of the baseline compressor. Refer-
ence points were estimated using second order curve fits of the
measured points. Reference points in Fig. 5 that do not coincide
with a measured point are indicated by a hexagon that surrounds
the symbol.

Forward-Tangent Injection. The hardware configuration of
forward-tangent injection is shown in Figs. 2 and 3. The injected
air stream was in the direction of impeller rotation and coincident
with the tangential component of the impeller discharge flow. The
center of the injector opening was at a radius ratio of 1.04. The
nozzles were sized to choke when 5% of compressor design mass
flow was injected through eight nozzles~0.62% per nozzle! using
air supplied at 80°F~27°C!.

Spakovszky@8# first demonstrated the effectiveness of this con-
figuration using externally supplied injection air. It was investi-
gated again to determine whether the range improvement could be
duplicated using an internal air supply. In the current work, injec-
tion air was taken from the diffuser discharge using the Pitot style
pickups shown in Fig. 1. The open circles in Fig. 5 show results
from forward-tangent injection using eight injectors.

Forward-tangent injection rates between 0.3 and 2.1% of design
flow were tested. There was little variation in stage pressure ratio
or flow range between the curves that were obtained. An injected
flow rate of 0.9% produced the largest increase in stable flow
range. The total pressure ratio at surge decreased by 1% compared
to the baseline surge pressure ratio.

Design point surge margin on the baseline curve is 11.7%, com-
puted using the design flow point of 10 lbm/s ~4.54 kg/s! as a
reference. Surge margin improved to 13.4% with 0.9-percent
forward-tangent injection. The improvement in surge margin is
14% (DSM/SMBaseline), which is much less than the 27% gain
reported by Spakovszky@8#. However, baseline surge margin for
the current configuration was higher due to the communication
between hub injectors that was noted earlier.

Reverse-Tangent Injection. The reverse-tangent injector
configuration is shown in Fig. 3. Eight injector nozzles were in-
stalled at the locations shown in Fig. 2. The injected stream was
coincident with the tangential component of the impeller dis-
charge flow at a radius ratio of 1.04, but the direction of the jet
was opposed to impeller rotation. The total pressure at the injector
opening had to be greater than the stagnation pressure of the im-
peller discharge to inject flow against impeller rotation. As such,
an external air supply was used.

Injector flow rates ranging between 0.5 and 4.6% of compressor
design flow were tested. The solid triangles in Fig. 5 are data from
the highest injector flow rate. The open triangles are results from
the middle of the injection flow-range at 1.7% of compressor de-
sign flow. Comparing the two characteristics shows that the stable
flow range increased as injector flow rate increased, but the loss in
total pressure ratio increased as well.

Reverse-tangent injection at 1.7% of compressor design flow
provided a surge margin of 12.7%. When the injected flow rate
was increased to 4.6% of design flow, the stable flow range in-
creased but the pressure ratio at surge dropped substantially, los-
ing 11% compared to the baseline pressure ratio. Surge margin
decreased to 9.7% as a result.

Comparing the two reverse-tangent characteristics reveals part
of the reason for the loss in pressure ratio. When the mass flow
data along the 1.7% characteristic was adjusted to account for the
effect of external air injection, the first operating point along the
choked flow segment of the characteristic aligned with the first
point on the baseline characteristic. A loss in pressure ratio is
evident at subsequent points on the 1.7% characteristic that dimin-
ishes somewhat as surge is approached. Shifting the 4.6% charac-
teristic did not produce the same choked flow alignment and the
loss of pressure ratio is more substantial at low flow rates.
Reverse-tangent injection reduces the tangential velocity compo-
nent of flow entering the diffuser, beginning on the shroud surface
and extending into some portion of the diffuser passage. At high
injector flow rates the reverse-tangent process is inefficient and
the dynamic head that could be recovered is lost instead. The
resulting compressor characteristic appears to move down a con-
stant throttle line as if compressor speed was being reduced.

Control Tubes. The final data set presented in Fig. 5
~squares! shows results from the control tube configuration where
the outer ends were capped to prevent mass flux through the tubes.
Only seven tubes were used in order to avoid a vibration mode in
the impeller that could be excited by an eight per rev disturbance
at design speed.

Laser anemometer surveys of this impeller~Skoch et al.@10#!
showed that a region of fluid with low through flow velocity ac-
cumulates near the impeller tip along the suction surface of the
blade. The low through-flow velocity fluid contributes to a jet-
wake profile at the impeller exit. The original intent behind the
control tube design was to bleed some of the low momentum fluid
discharging from the impeller and re-inject that fluid at the impel-
ler inlet, which was shown to benefit impeller stability in compu-
tations by Stein et al.@6#. However, a stabilizing influence was
found to result simply from the presence of control tubes in the
diffuser. It was not enhanced by bleed and, since the diffuser is the
least stable element in this compressor, re-injection into the im-
peller did not impact the stable flow range.

Immersion into the vaneless space was varied during control
tube experiments since bleed flow was not used. Figure 5 shows
results obtained from two immersions. The open squares were
obtained when the leading edge of the tube was immersed in the
vaneless space to a depth of 15% of the local span. The solid
squares represent data from a 50% immersion.

The 15% control-tube configuration provided a surge margin of
16.1% while losing only 1.4% in pressure ratio at surge. The 50%
control-tubes provided a surge margin of 18.2% with a 5.5% de-
crease in pressure ratio at surge. The control tube configuration
follows the pattern of reverse tangent injection where pressure
ratio is traded for flow range. However, the level of pressure loss
for a given improvement in range is much less with the control
tubes.

Surge Mechanism. A surging flow condition in a centrifugal
compressor is most likely the result of many factors that contrib-
ute individually or in combination to a final event that triggers
surge. In this compressor, the event that precipitates surge occurs
in the diffuser.

Figure 6 is anX-T diagram of high-response pressure measure-
ments collected in the diffuser through one surge cycle in the
baseline configuration. The operating condition was design speed
with 2.4% impeller exit tip clearance. The pressure transducers
used to construct the contours were located along the center of the
diffuser passage as shown in Figs. 2 and 6. Measurements from
two vaneless space transducers in line with the passage row are
included. A pressure trace from the first vaneless space transducer
is also shown in Fig. 6.

Wernet et al.@11# used Particle Image Velocimetry to visualize
flow fields in this diffuser during surge and then connected the
observations to a simultaneous measurement of pressure variation
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in the diffuser throat. A reversal in flow direction through the
diffuser was observed during the time interval indicated by region
B in Fig. 6. A sudden spike in pressure at the diffuser throat
marked the beginning of the reverse flow period, which continued
until a subsequent minimum in pressure occurred. The pressure
profile from transducer 1 shows the same characteristic spike in
pressure followed by an immediate decrease to the minimum for
the surge cycle.

Region A in Fig. 6 highlights a time interval just before surge.
The pressures at transducers 1 and 2 are gradually decreasing,
while the pressure at transducer 3 is gradually increasing. A rapid
increase in vaneless space pressure occurs at surge, suggesting
that a sudden collapse in diffusion is taking place upstream of the
diffuser throat. Static pressure in the diffuser passage then drives a
compression wave upstream into the vaneless space.

Blockage created by flow defects forming on either endwall of
the vaneless space or near the leading edge of the lower vane in
passage 1 could explain the observed condition. A reduction in
flow area created by the defect would lower the static pressure in
the leading edge region of the vaneless space requiring higher
diffusion levels to support the existing static pressure gradient.
Diffusion across the vaneless space eventually reaches a limit,
existing downstream static pressure levels can no longer be sup-
ported, and diffuser flow suddenly reverses direction.

Surge Control Mechanisms. A significant interaction with
the tangential component of velocity in flow entering the diffuser
is a common element of the techniques that were tested here.
Reverse-tangent injection and control tubes act directly against
that component. A reduction in vaneless space tangential velocity
and some mixing of the jet-wake profile on the shroud surface are
likely to occur. At the same time, both injection and control tubes
reduce the local through-flow area of the diffuser vaneless space

and accelerate the through-flow component at lower spans. The
combination results in lower average flow angles entering the
diffuser.

When the flow angle at the diffuser entrance is reduced both
diffusion ahead of the throat and incidence angles at the vane
leading edge are also reduced. Rodgers@1# cites the level of dif-
fusion taking place between the impeller trailing edge and the
diffuser throat as a stability factor in a centrifugal compressor
with a channel diffuser. Blockage growth increases with diffusion
to the point that diffusion is reduced by accumulated blockage,
leading to a positively sloped static pressure rise characteristic.

Spakovszky@8# developed a system model for centrifugal com-
pressors to predict destabilizing flow resonance caused by un-
steady interactions between the impeller and diffuser. Flow angle
in the diffuser vaneless space was shown to influence the har-
monic number of certain disturbances. Reducing flow angle in the
vaneless space may have prevented the formation of one such
backward rotating disturbance.

Diffuser performance, leading edge incidence, and backward
rotating instability modes are discussed in more detail next.

Diffuser Performance. Diffusion occurring ahead of the
throat was reduced for a given compressor flow rate by each tech-
nique. Diffuser static pressure rise coefficients are shown for the
vaneless, semivaneless, and vaned-passage regions of the diffuser
in Figs. 7–9. Static pressures measured on the hub and shroud at
each element boundary were averaged before computing the static
pressure rise across each element.

Vaneless Space. Figure 7 shows the static pressure rise coef-
ficient across the diffuser vaneless space. The baseline configura-
tion shows a slight decrease in pressure rise as the compressor is
throttled. When the baseline configuration was tested with a solid
hub surface the curve was increasing slightly as compressor flow
was reduced. The opposite slope in this case is attributed to the
communication between hub injectors that was noted earlier.

Data collected for the extended range configurations show a
lower static pressure rise than the baseline at high through-flow
rates. The decline in pressure rise at high through-flow is due to
reduced flow area caused by injected air and to a loss of total
pressure caused by interaction with the free-stream. Both reverse-
tangent injection and control tubes act against the tangential com-
ponent of velocity in the flow field so an increase in pressure loss
is not unexpected.

Fig. 6 X-T diagram of diffuser passage pressures through
one surge cycle

Fig. 7 Static pressure rise in the diffuser vaneless space at
design speed and 2.4% tip clearance
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At high compressor through-flow rates, the tangential velocity
component in air leaving the impeller is low and the losses asso-
ciated with a head-on interaction between the injected jets or con-
trol tubes and the tangential component are small. As compressor
through-flow is reduced the tangential component grows and the
interaction produces increasing total pressure loss. Hence the fur-
ther reduction in static pressure rise seen as compressor though-
flow is reduced.

There is an inflection point on all but one of the characteristics
where the slope turns negative and static pressure rise begins to
increase. The maximum pressure loss caused by the interaction
has been achieved at the inflection point and diffusion resumes as
the compressor is throttled further.

The slope of the vaneless space characteristic is negative near
surge on each of the characteristics shown in Fig. 7, except one,
indicating that the vaneless space was becoming stable near surge.
The 15% control-tube characteristic does not contain the inflection

point seen on the other characteristics, suggesting that interaction
losses developed more slowly in this configuration.

Semivaneless Space.Figure 8 shows the static pressure rise
measured across the semivaneless space. The characteristics gen-
erally maintain a negative slope over most of the flow range. The
baseline characteristic exhibits a negative static pressure rise at
high through-flow rates that is symptomatic of low swirl angle and
negative incidence on the diffuser vanes. Low swirl angle de-
creases the effective throat area and diffusion across the element is
reduced.

As the compressor is throttled, flow aligns with the throat and
diffusion increases. This is demonstrated in Fig. 8 by the baseline
characteristic as well as the extended range characteristics. The
notable difference for the extended range characteristics is that the
static pressure rise across this element is lower at a given rate of
compressor through-flow. In the case of 4.6% reverse-tangent in-
jection, the static pressure rise does not become positive anywhere
on the characteristic.

The reasons for this behavior are twofold. First, when tangen-
tial velocity near the shroud is reduced and through-flow velocity
at a lower span is increased, a lower average swirl angle is main-
tained to a lower compressor flow rate. Comparing characteristics
from the same configuration illustrates this effect. The lower mag-
nitude application in each pair is less effective at maintaining low
swirl angle and produces more static pressure rise than its higher
magnitude partner. For example, static-pressure rise on 15%
control-tube characteristic is higher than it is on the 50% charac-
teristic. The comparison also holds for the 1.7 and 4.6% reverse-
tangent injection characteristics.

A total pressure loss is the second reason for the low static
pressure observed in the semivaneless space. Losses in total pres-
sure across the entire diffuser~shown later! were estimated for
each of the range extension techniques tested. The loss across
each element was not measured but it is reasonable to assume that
a portion of the overall total pressure loss occurs in each element
and is reflected in the static pressure rise coefficient across the
element.

The 4.6% reverse-tangent injection characteristic shows nega-
tive static pressure rise along its entire characteristic. The loss
coefficient measured across the diffuser was also largest for this
configuration. The high momentum of the injected stream was
directly opposed to the high tangential momentum of the impeller
discharge flow. The injection process reduces the tangential veloc-
ity of the impeller discharge by mixing and the high losses pro-
duced by this process are not surprising.

Vaned Passage. Static pressure rise measurements from the
vaned passage are shown in Fig. 9. The baseline static pressure
rise characteristic exhibits a rapid increase at high compressor
through-flow but quickly achieves an unstable positive slope as
blockage growth limits diffusion in the passage and decreases
static pressure rise at low compressor flow rates.

The extended range configurations, however, generally demon-
strate higher static pressure rise than the baseline at low compres-
sor flow rates. The slopes of the 4.6% reverse-tangent and 15%
control-tube characteristics are negative or turning negative near
surge, indicating an improvement in passage stability.

For the extreme case of 4.6% reverse-tangent injection, the
characteristic in Fig. 9 has a negative slope over the entire flow
range. This corresponds to a static pressure-rise characteristic in
Fig. 8 that is below zero over the entire flow range. The conclu-
sion drawn from this comparison is that reducing diffusion in the
semivaneless region improves passage diffusion. Reduced block-
age development in the passage or in the throat can account for
this behavior since low momentum fluid resulting from throat
blockage will diffuse less effectively.

Diffuser Total Pressure Loss. Figure 10 shows the diffuser
loss coefficient for each configuration, where

Fig. 8 Static pressure rise in the diffuser semivaneless region
at design speed and 2.4% tip clearance

Fig. 9 Static pressure rise in the diffuser vaned passage at
design speed and 2.4% tip clearance
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v5~P12P5!/~P12p1!.

Total pressure at the impeller discharge (P1) was estimated using
the measured tip speed and stage total-temperature rise to findVu ,
whereVu is the tangential velocity. The impeller tip static pressure
(p1) and mass flow were used to find the radial component of
velocity Vr . An estimate of blockage at the impeller discharge
was needed to estimater and Vr . A 15% reduction of impeller
discharge area was used in the estimate of impeller total pressure
for all design speed conditions. The assumption of a constant 15-
percent area reduction does not provide an exact representation of
the actual flow area for each configuration; the goal was simply to
provide a comparison of the losses generated by each technique.

The loss coefficient curves for the extended range configura-
tions show that the level of total pressure loss across the diffuser
is a function of control action magnitude for similar techniques.
Lower loss was produced by 1.7% reverse-tangent injection than
4.6% reverse-tangent injection.

Stability may improve, even if surge margin does not, by cre-
ating losses in the vaneless space that increase corrected flow into
the diffuser. However, a large pressure loss is not a necessary
condition for significant flow range improvement. Total pressure
loss produced by 4.6% reverse-tangent injection was much higher
than the loss created by the 50% control tubes, yet the range
improvement provided by the control tubes was greater.

Leading Edge Incidence. Diffuser vane leading edge inci-
dence was reduced by each of the range improvement techniques
that was tested. The change in pressure loading across the leading
edge of a diffuser vane is an indicator of changes in leading edge
incidence and is shown separately for the hub and shroud surfaces
in Figs. 11 and 12, respectively.

Loading levels seen in Fig. 11 are generally negative at the hub
surface, indicating negative incidence. Since there is not a strong
jet-wake profile at the hub, flow discharging from the impeller hub
has a lower time-averaged tangential velocity component and a
higher through-flow component than flow discharging near the tip.
When combined with the viscous drag generated by a transition
from the rotating reference frame of the impeller to the stationary
frame of the diffuser a significant reduction in swirl angle may
result.

Further reductions in loading for a given compressor through-
flow rate are demonstrated by the extended range configurations.
This is indicative of increased negative hub incidence and shows

that the range extension techniques employed on the shroud influ-
enced the diffuser flow field across the entire span. For the ex-
treme case of 4.6% reverse-tangent injection, negative incidence
at the hub remained fairly constant as the throttle was closed. This
is due to a significant reduction inVu coupled with an equally
significant increase inVr created by the reduction of through-flow
area caused by the injected jet.

Leading edge loading at the shroud surface is plotted in Fig. 12.
Loading levels on the baseline characteristic begin at a higher
level and increase faster on the shroud than on the hub. Air dis-
charges from the impeller tip with higher time-averaged swirl than
air at the hub due to the low through-flow velocity fluid that has
accumulated near the tip. The result is a more positive incidence
on the vane leading edge and higher loading.

A reduction in swirl angle at a given flow rate is evident for
each technique from the leading edge loading levels shown in Fig.

Fig. 10 Diffuser total pressure loss coefficient at design speed
and 2.4% tip clearance

Fig. 11 Diffuser vane leading edge loading on the hub surface
at design speed and 2.4% tip clearance

Fig. 12 Diffuser vane leading edge loading on the shroud sur-
face at design speed and 2.4% tip clearance
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12. Once again, the loading at a constant compressor flow rate is
a function of the control action magnitude for similar methods.

The 15% control-tube and forward-tangent methods permitted
the leading edge to support a higher loading level at surge than the
baseline configuration. This effect was also seen at the hub and
suggests that these configurations presented a more uniform flow
field to the vane leading edge, permitting it to support a higher
load. Reverse-tangent injection, however, reduced the pressure
load supported at surge indicating a possible disruption in flow
field uniformity.

Backward Rotating Instability Modes. Spakovszky@8# de-
scribes a relationship between compressor geometry and operating
condition, repeated below, that can be used to determine the mini-
mum harmonic of backward traveling instability waves that result
from dynamic coupling between compressor blade rows,

D x̂

R
.

p

n2

1

tana
.

For a centrifugal compressor,D x̂/R is a nondimensional dis-
tance between the impeller trailing edge and diffuser leading edge,
n is the minimum harmonic for backward rotating disturbances,
anda is the absolute swirl angle entering the diffuser.

When Spakovszky@8# applied the coupling criterion to this
compressor it showed that backward traveling waves with har-
monics ofn.2.8 could be expected. His full compressor model
predicted backward rotating third, fourth, fifth, and sixth harmonic
disturbances, where disturbances with harmonic numbers above 4
were unstable over the entire characteristic and the fourth har-
monic became unstable as the compressor was throttled to lower
flow rates.

Spakovszky@8# also suggested that disturbances with harmonic
numbers above 4 could not exist in this compressor because of a
requirement that the disturbance cover at least two impeller blade
passages, which left the fourth harmonic disturbance as the insta-
bility that contributed most to surge.

The coupling criterion indicates that for a fixed geometry the
minimum harmonic of a backward traveling wave increases as
swirl angle is reduced. It follows that if the minimum harmonic
number for an unstable disturbance is increased to one that can
not be supported by compressor geometry, then the contribution of
that disturbance to surge is eliminated.

Two of the range improvement techniques tested here signifi-
cantly reduced the absolute swirl angle in the diffuser vaneless
space, which should have increased the minimum harmonic num-
ber for backward traveling disturbances. Pressure transducers
were not available in sufficient quantity to detect disturbances
with high harmonic numbers. However, it still follows that if the
minimum harmonic of backward traveling instabilities was in-
creased beyond 4, then backward rotating disturbances could not
be maintained in the compressor and the contribution to surge of
the original fourth harmonic disturbance would have been
eliminated.

Impeller Performance and Stage Efficiency. Figure 13
shows temperature ratio versus diffuser through-flow for the base-
line configuration and each of the extended range configurations.
The total temperature measurements were corrected for the effect
of injecting air into the system at a temperature that differed from
the local flow. The following correction was applied to the mea-
sured total temperature:

T5•ṁimpeller5T5,measured•~ṁimpeller1ṁinjector!2Tinjector•ṁinjector.

Impeller work input for each method generally follows the lin-
ear trend of the baseline curve and continues to rise as mass flow
is reduced below the surge point of the baseline. The linear rise in
temperature ratio indicates thatVu is changing in proportion toVr
and impeller slip is not heavily influenced by the presence of the
injected air streams or control tubes.

A notable exception is the characteristic for reverse tangent
injection at the 4.6% injector flow rate. This was the highest
reverse-tangent flow rate tested and the increasing negative slope
on the middle portion of the characteristic implies a net reduction
in slip velocity.

Impeller static pressure ratio developed by the baseline com-
pressor and each of the extended range configurations is shown in
Fig. 14. The slope of the baseline characteristic is negative at the
surge point, indicating that the impeller was stable at surge.

Except for the 15% control-tube configuration, the altered char-
acteristics acquire a zero or positive slope prior to surge in Fig.
14. When this impeller was tested with a vaneless diffuser~Skoch
et al. @10#! the stage did not surge until a flow rate of 7.2 lbm/s
~3.3 kg/s! was reached. The changing slopes seen here at flow
rates above 7.2 lbm/s suggest that each technique eventually

Fig. 13 Stage total temperature ratio at design speed and 2.4%
tip clearance

Fig. 14 Impeller static pressure ratio for the baseline and ex-
tended range configurations at design speed and 2.4% tip
clearance
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began to destabilize the impeller. Forward-tangent injection desta-
bilized the impeller much sooner in terms of compressor flow rate.

Increased impeller work input in the extended flow region of
the characteristics produced higher total pressure at the impeller
exit that mitigated somewhat, the effect of diffuser loss on stage
pressure ratio. However, with increased impeller work input and a
lower stage total pressure ratio, the stage efficiency is adversely
impacted as seen in Fig. 15.

Practical Implications
Pressure loss incurred across the diffuser precludes the continu-

ous use of any of the techniques described herein. However, it
would make sense to employ these techniques if they can be used
intermittently, turned on when the onset of compression system
instability is detected and then turned off when stable operation
returns. An intermittent operating strategy would make it possible
to take advantage of improved stability provided by operating on
the altered characteristics without enduring the penalty of a pres-
sure loss during stable operation.

The feasibility of preventing surge by activating one of the
techniques described above is demonstrated in Fig. 16 where
reverse-tangent injection was used to bring the compressor out of
surge. The figure shows the change in absolute compressor

through-flow with time, at design speed, as the throttle is closed to
initiate surge and then as the compressor is stabilized using
reverse-tangent injection.

Injection was initiated using a hand-operated valve when au-
dible surge was detected. Only two injectors, 4 and 5 in Fig. 2,
were used for this test. The total injected flow rate went from 0 to
a value of 2.9% of design flow when the valve was first opened.
As only two nozzles were in use, the flow through each nozzle
was roughly equal to 1.5% of compressor design flow and both
nozzles were choked.

Throttle closing continued, with injection stabilizing the com-
pressor, until the compressor surged a second time. At the second
surge point, both injectors were choked and additional supply
pressure to raise injector mass flow was not available so a second
recovery could not be accomplished. The throttle was then opened
to bring the compressor out of surge.

If recovery from a fully developed surge condition can be ac-
complished then control actions taken at the first sign of instability
should also stabilize the compressor. The test was not repeated
using the control tubes or forward-tangent injection, since on-off
control could not be done remotely. However, it seems reasonable
that retractable control tubes and controllable recirculation valves
could also be used to the limits of their effectiveness.

Summary
Three techniques to extend the stable flow range of a 4:1 pres-

sure ratio centrifugal compressor have been demonstrated.
Table 1 summarizes the results obtained from each technique.

Surge margin, computed along a line of constant compressor-exit
corrected flow, is shown for each technique in column A. The
improvement over the baseline surge margin (SM2SMBaseline) is
shown in column B. The change in stage pressure ratio at surge,
(PR2PRBaseline)/PRBaseline3100%, is given in column C.

Forward-tangent injection using recirculated air caused very
little pressure loss in the diffuser so an improvement in surge
margin was demonstrated even though the stable flow range im-
provement was relatively small. Reverse-tangent injection pro-
duced the highest losses in stage pressure ratio for the increase in
stable flow range that was achieved. It provided only a small
improvement in surge margin and only at a low injected flow rate.
Control tubes produced significant improvement in stable flow
range with only moderate pressure loss in the diffuser, hence the
greatest surge margin improvement.

The range improvement techniques acted on flow in the diffuser
vaneless space and caused a reduction in average swirl angle
across the span. Lower swirl angle produced the following results:

1. Diffusion between the impeller exit and diffuser throat was
reduced.

2. Incidence on the diffuser vane leading edge was reduced.
3. Backward rotating instability modes may have been elimi-

nated.

Each technique produced some loss of total pressure in the dif-
fuser. Pressure losses created in the diffuser vaneless space helped

Fig. 15 Stage adiabatic efficiency at design speed and 2.4%
tip clearance

Fig. 16 Recovery from surge using reverse-tangent injectors 4
and 5 at 100% of design speed and 2.4% tip clearance

Table 1 Comparison of changes in surge margin and pressure
ratio

Configuration

A
surge

margin,
percent

B
D surge
margin,
percent

C
D PR

at surge,
percent

Baseline 11.7
0.9% forward-tangent 13.4 1.7 21.0
1.7% reverse-tangent 12.7 1.0 22.6
4.6% reverse-tangent 9.7 22.0 211.0
15% control-tubes 16.1 4.4 21.4
50% control-tubes 18.2 6.5 25.5
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stabilize the compressor by throttling the diffuser but resulted in
poor compressor performance and surge margin. Excessive pres-
sure loss in the diffuser was not a necessary condition for stability
improvement, however. Reducing the average swirl angle across
the span of the vaneless space as the compressor approached surge
was the important control action. If swirl angle reductions could
be achieved with minimal pressure loss when approaching surge,
then both performance and stability would be maintained.

The loss in total pressure across the diffuser precludes continu-
ous operation using the techniques demonstrated here. However,
an operating strategy that activates a particular technique when
compression system instability is detected would be a practical
alternative in order to take advantage of the significant stability
improvement that is available.

Recovery from fully developed compressor surge using this
strategy was demonstrated using reverse-tangent injection. How-
ever, based on measured surge margin improvement, retractable
control tubes would be the best of the three methods tested here
for an intermittent operating strategy.
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Nomenclature

P 5 total pressure
p 5 static pressure
T 5 total temperature

T5 5 total temperature at exit rake plane after correct-
ing for injection

T5,measured5 measured total temperature at exit rake plane
Tinjector 5 total temperature of injector flow

ṁref 5 impeller net inlet corrected mass flow at constant
exit corrected flow reference point

ṁsurge 5 impeller net inlet corrected mass flow at surge
ṁimpeller 5 impeller absolute mass flow
ṁinjector 5 injector absolute mass flow

p ref 5 stage total pressure ratio at constant exit corrected
flow reference point

psurge 5 stage total pressure ratio at surge
SM 5 surge margin, (12(p ref /psurge)•(ṁsurge/ṁref))

3100%
SMBaseline 5 surge margin on baseline characteristic

U 5 impeller exit tip speed
rU2 5 impeller dynamic head

DH isen 5 isentropic enthalpy rise
DHact 5 actual enthalpy rise

h 5 adiabatic efficiency,DH isen/DHact

Measurement Station Subscripts

0 5 upstream plenum
1 5 impeller trailing edge
2 5 diffuser vane leading edge
3 5 diffuser throat
4 5 diffuser exit
5 5 rake plane in diffuser exit passage
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Average Passage Flow Field and
Deterministic Stresses in the Tip
and Hub Regions of a Multistage
Turbomachine
This paper continues our effort to study the dynamics of deterministic stresses in a mul-
tistage turbomachine using experimental data. Here we focus on the tip and hub regions
and compare them to midspan data obtained in previous studies. The analysis is based on
data obtained in particle image velocimetry (PIV) measurements performed in the second
stage of a two-stage turbomachine. A complete data set is obtained using blades and fluid
with matched optical index of refraction. Previous measurements at midspan have shown
that at midspan and close to design conditions, the deterministic kinetic energy is smaller
than the turbulent kinetic energy. The primary contributor to the deterministic stresses at
midspan is the interaction of a blade with the upstream wakes. Conversely, we find that
the tip vortex is the dominant source of phase-dependent unsteadiness and deterministic
stresses in the tip region. Along the trajectory of the tip vortex, the deterministic kinetic
energy levels are more than one order of magnitude higher than the levels measured in the
hub and midspan, and are of the same order of magnitude as the turbulent kinetic energy
levels. Reasons for this trend are explained using a sample distribution of phase-averaged
flow variables. Outside of the region affected by tip-vortex transport, within the rotor-
stator gap and within the stator passages, the turbulent kinetic energy is still 3–4 times
higher than the deterministic kinetic energy. The deterministic and turbulent shear stress
levels are comparable in all spanwise locations, except for the wakes of the stator blades,
where the turbulent stresses are higher. However, along the direction of tip-vortex trans-
port, the deterministic shear stresses are about an order of magnitude higher than the
turbulent shear stresses. The decay rates of deterministic kinetic energy in the hub and
midspan regions are comparable to each other, whereas at the tip the decay rate is higher.
The decay rates of turbulent kinetic energy are much smaller than those of the determin-
istic kinetic energy. The paper also examines terms in the deterministic kinetic energy
transport equation. The data indicate that ‘‘deterministic production’’ and a new term,
here called ‘‘dissipation due to turbulence,’’ are the dominant source/sink terms. Regions
with alternating signs of deterministic production indicate that the energy transfer be-
tween the phase-averaged and average-passage flow fields can occur in both directions.
The divergence of the pressure-velocity correlation, obtained from a balance of all the
other terms, is dominant and appears to be much larger than the deterministic production
(source/sink) term. This trend indicates that there are substantial deterministic pressure
fluctuations in the flow field, especially within the rotor-stator gap and within the stator
passage.@DOI: 10.1115/1.1625692#

Introduction

The ‘‘average-passage’’ Reynolds-averaged Navier-Stokes
~RANS! equations, introduced first by Adamczyk@1#, enable com-
putations of time-averaged flows within multistage turboma-
chines, while using steady boundary conditions, but still account-
ing for blade-rows interactions. This approach is especially
important as a practical design tool for turbomachines with mul-
tiple blade rows and varying number of rotor and stator blades in
consecutive stages. In this formulation each blade row has a
steady average-passage flow field, which extends from the inlet to
the exit of the machine. Neighboring blade rows are replaced with
circumferentially uniform systems of body forces, energy sources,
and ~not necessarily uniform! deterministic stresses~Adamczyk
@1#, Adamczyk et al.@2#, Adamczyk et al.@3#, Rhie et al. @4#,
LeJambre et al.@5#, Busby et al. @6#!. The effects of phase-

dependent unsteadiness on the average-passage flow field are ac-
counted for through the deterministic stresses, which must be
modeled in order to obtain a closed system of equations. Different
models for the deterministic stresses have already been proposed
~e.g., Adamczyk@2#, Van de Wall@7#, Meneveau and Katz,@8#, He
et al. @9#!. However, unlike RANS closure models, there are
no widely accepted and validated modeling tools. To develop such
models one requires a database obtained either from experiments
or from unsteady RANS involving multistages. The latter ap-
proach introduces uncertainties related to turbulence closure
models.

In previous experimental studies, the deterministic stresses have
been obtained either by traversing single point sensors~e.g., Prato
et al. @10,11#, Suryavamshi et al.@12,13#!, or by particle image
velocimetry ~PIV! measurements in quasi two-dimensional~2D!
centrifugal pumps~Sinha and Katz@14# and Sinha et al.@15#!. In
order to implement PIV in a multistage axial turbomachine, Uzol
et al. @16# and Chow et al.@17# recently introduced a facility that
enables unobstructed optical access using transparent rotor and
stator blades operating in a liquid, which has the same optical
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national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003. Manuscript received by the IGTI December 2002; final revision March
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index of refraction as the blades. A brief description of this system
is provided in the following chapter. Subsequent papers~Uzol
et al.@18# and Chow et al.@19#! provided data on the distributions
of phase-averaged and average-passage velocity distributions,
along with the deterministic stresses and turbulence parameters in
a midspan plane, covering the entire second stage of a two-stage
axial turbomachine. The results showed substantial nonuniformi-
ties in distributions of deterministic stresses, which were caused
by blade-wake and wake-wake interactions. At midspan and close
to design conditions, the turbulent kinetic energy was higher than
the deterministic kinetic energy, whereas the Reynolds stresses
and deterministic stresses were of the same order of magnitudes,
but followed completely different trends.

This paper continues our effort to study the dynamics of deter-
ministic stresses in a multistage turbomachine using experimental
data. However, this time we expand to the tip and hub regions.
The analysis is based again on two-dimensional PIV measure-
ments performed in three spanwise planes, which cover the entire
second stage of a two-stage turbomachine. One plane is located
close to the hub, the second is located at mid span, and the third is
in the tip region, where the dynamics are dominated by the tip
vortex. The data enable us to examine the effects of the tip-vortex
and hub boundary layer on the phase-averaged and average-
passage flow fields, as well as on the distributions of deterministic
stresses. As will be demonstrated, for example, unsteady features
of advection of the tip vortex results in very large deterministic
kinetic energy. Furthermore, we also examine the decay rates of
deterministic kinetic energy along the stator passage, and compare
the results to the decay of average-passage turbulent kinetic en-
ergy. Finally, after introducing the evolution equations for the de-
terministic kinetic energy, we compare the magnitudes and spatial
distributions of the dominant production and dissipation terms. A
balance of all the terms also attempts to determine the effect of
divergence in the deterministic pressure-velocity correlations.

Experimental Setup and Procedures

Facility. The axial turbomachine test facility enables us to
perform detailed and unobstructed PIV measurements at any point
within an entire stage including the rotor, stator, gap between
them, inflow into the rotor, and the wake structure downstream of
the stator. To generate such data using optical techniques one
needs an unobstructed view of the entire domain at any phase
angle. This unlimited optical access is facilitated using a rotor and
stator made of a transparent material~acrylic! that has the same
optical index of refraction as the working fluid, a concentrated
solution, 62 percent–64 percent by weight, of NaI in water. This
fluid has a specific gravity of 1.8 and a kinematic viscosity of
1.131026 m2/s, i.e., very close to that of water. Thus, the blades
become almost invisible, do not obstruct the field of view, and do
not alter the direction of the illuminating laser sheet required for
PIV measurements. Information related to use and maintenance of
the NaI solution can be found in Uzol et al.@16#. The two-stage
axial turbomachine shown in Fig. 1 has four blade rows. There are
12 rotor blades, each with a chord length of 50 mm, span of 44.5
mm, thickness of 7.62 mm, and camber varying from 2.54 mm at
the hub to 1.98 mm at the tip. The resulting Reynolds number
based on the tip speed and rotor chord length is 3.73105 at 500
rpm, the speed of the present tests. The stators have 17 blades,
each with a chord length of 73.2 mm, span of 44.5 mm, thickness
of 11 mm, and camber of 6.22 mm. The gap between the rotor and
the stator is 50 mm. The system is driven by a 25 HP rim-driven
motor, which drives the first rotor directly, and the two rotors are
connected by a common shaft, supported by precision bearings.
More details about the facility can be found in Uzol et al.@16,18#
and Chow et al.@17,19#.

PIV Setup and Experimental Procedure. The measurement
domain covers the entire second stage. Data have been obtained at
500 rpm, for 10 rotor phases, every three degrees of blade orien-

tation, covering an entire rotor blade passage of 30 deg. In this
paper we focus on three spanwise planes~containing the stream-
wise and lateral velocity components!, which are located at 3
percent, 50 percent, and 90 percent of the rotor span. At least one
hundred instantaneous realizations are recorded for each phase
and location. For selected cases we record 1000 image pairs in
order to obtain converged statistics on the turbulence. We use
a 2k32k camera and an Nd-YAG laser sheet, and the sample area
is 50350 mm2, and each velocity distribution consists of
61361 vectors. As a result, five data sets at different axial loca-
tions are needed to cover the entire second stage. The sample area
(50350 mm2) covers 124 percent, 104 percent, and 92 percent of
the stator pitch and 87 percent, 74 percent, and 65 percent of the
rotor pitch at 3 percent, 50 percent, and 90 percent span locations,
respectively. Data analysis includes image enhancement and
cross-correlation analysis using in-house developed software and
procedures~Roth et al.@20#, Roth and Katz@21#!. Adapting these
procedures to the current geometry, including modifications to the
image enhancement procedures, and removal of the blade trace/
signature prior to velocity computations are discussed in Uzol
et al. @16#. Additional details about the PIV setup and data acqui-
sition system can be found in Chow et al.@17,19# and Uzol et al.
@18#. A conservative estimate of the uncertainty in mean displace-
ment in each interrogation window is 0.3 pixels, provided the
window contains at least 5–10 particle pairs~Roth et al. @20#,
Roth and Katz@21#!. For the typical displacement between expo-
sures of 20 pixels, the resulting uncertainty in instantaneous ve-
locity is about 1.5 percent. Slip due to the difference between the
specific gravity of the particle~1.6! and that of the fluid~1.8! may
cause an error of less than 0.2 percent, i.e., much less than other
contributors~Sridhar and Katz@22#!. Uncertainty related to inflow
variations and timing errors is estimated to be less than 0.6
percent.

Phase-Averaged Mean Flow and Turbulence
Using the instantaneous measurements, the phase-averaged pa-

rameters are calculated using

ūi~x,y,f!5
1

N (
k51

N

@ui~x,y,f!#k , (1)

ui8uj8~x,y,f!5
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N (
k51

N

$†ui~x,y,f!‡k2ūi~x,y,f!%

3$†uj~x,y,f!‡k2ū j~x,y,f!%, (2)

k~x,y,f!5
3
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whereN5100 is the number of instantaneous vector maps and for
each phase,x andy are the axial lateral coordinates, respectively,

Fig. 1 Test section of the axial turbomachine. The second-
stage rotors and stators are made of transparent acrylic.
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andf is the phase angle. The subscriptsi and j take values of 1
and 2, representing the axial (u15u) and lateral (u25v), almost
circumferential~although the light sheet is flat! velocity compo-
nents, respectively. The 3/4 coefficient ofk, the ‘‘turbulent kinetic
energy,’’ is selected to account for the contribution of the out of
plane velocity component, assuming that it is an average of the
available measured components. The phase-averaged flow angle
and thez component of the vorticity are calculated using

ā5tan21S v̄
ūD , (4)

v̄5
] v̄
]x

2
]ū

]y
(5)

Detailed data and discussions on the characteristics of the phase
dependent variations in flow structure and turbulence at the 50
percent span plane are presented in Uzol et al.@18# and Chow
et al. @17,19#. Relevant phenomena include formation of a lattice
of chopped-off rotor/stator wakes, wake-wake and wake-blade in-
teractions leading to wake shearing and kinking, circumferential
variations of work input, phase dependent variations in stator
blade loading due to wake impingement, etc. In this section we
compare the phase-averaged flow and turbulence in three planes,
near the tip~90 percent span!, near the hub~3 percent span!, and
at midspan~50 percent! span. Figure 2 shows the phase-averaged
distributions of axial velocity (ū), lateral velocity (v̄), absolute
velocity magnitude (uVW u), relative velocity magnitude (uVW urel),
turbulent kinetic energy~k!, and phase-averaged vorticity (v̄) in
the three planes, for one of the ten measured phases,t/T50.0 ~T
is the rotor blade passing period!. Figure 3 presents the vorticity
distribution at a different phase in order to highlight certain phe-
nomena, as follows.

Flow in the Tip Region. The flow field in the tip region~90
percent span! is dominated by the presence of the tip vortex. The
vicinity of the tip vortex is characterized by low relative velocity
magnitude@Fig. 2~d!#, high turbulent kinetic energy@Fig. 2~e!#,
high lateral velocity@Fig. 2~b!#, and in part, wake-like distribution
of vorticity ~streaks of opposite signs on opposite sides of the
wake@Fig. 2~f !#. The turbulent kinetic energy levels as well as the
phase-averaged axial and lateral velocity nonuniformities in the
flow field are substantially higher than those at midspan. The tip
vortex starts dissecting the 90 percent plane to the right~suction
side! of the trailing edge of the blade that generates it~e.g., Fig.
3!. The large structures on the pressure side of the blade, which
occupy most of the rotor blade passage, are generated by the
previous blades. In Fig. 2~f ! one can see two such systems, the
first near the pressure side of the blade, and the second in the
rotor-stator gap. The ‘‘blobs’’ with high positive vorticity appear
in regions, where the tip vortex dissects the 90 percent plane, as
can be deduced from the sharp gradients in horizontal and lateral
velocity @Figs. 2~a! and 2~b!#. Due to the vortex-induced velocity,
ū diminishes above~pitchwise! the vortex center, andv̄ decreases
sharply to the right of the center. The vortex center is also char-
acterized by high turbulence level. The tip vortex impinges on the
pressure side of the following rotor blade and then interacts with
the wake of that blade. The impingement is evident in Fig. 2~f ! at
(x/Ls50.12,y/Ls50.04) Ls5203 mm is the stage length, as the
concentrated positive vorticity regions comes into contact with the
blade. At t/T50.7 ~Fig. 3! this very same region can be seen
interacting with the wake of the rotor blade at~0.2, 0.16!. During
this interaction the rotor wake~of the subsequent blade! is split,
and part of it is entrained by the tip vortex~of the previous blade!.
The split rotor wake segments merge with the tip vortex in the gap
between the rotor and the stator@Fig. 2~f !#, and the resulting
complex structure is transported through the stator passages. Thus,
the positive and negative vorticity regions within the stator pas-
sage in Fig. 2~f ! are, in fact, combined tip vortex and~subsequent!
rotor wake. It is not possible to distinguish the individual rotor

wakes and the tip vortices in the stator passage once they merge
together @unless one performs three-dimensional~3D! velocity
measurements#.

Upstream of the rotor (x,0) and within the rotor passage one
can identify the wakes generated by the first stage. At the 50
percent plane@Fig. 2~f !#, one can see the lower half of a first-stage
stator wake with positive vorticity at~20.05, 0.2!, and the upper
half of the following wake with negative vorticity at~20.05, 0!,
as discussed in Uzol et al.@18#. The phase-dependent oscillations
of the first-stage stator wakes in the tip region are substantial
compared to the midspan, even upstream of the second-stage ro-
tor, as is evident by comparing the corresponding vorticity plots in
Figs. 2 and 3. At midspan the wakes do not change significantly,
whereas at the tip the incoming stator wake is straight att/T
50.0, and significantly distorted att/T50.7, most likely due to
the flow field induced by the tip vortex. These periodic fluctua-
tions of the first-stage stator wakes become clearly evident when
all measured rotor phases are examined as a sequence. The first-
stage rotor blade row does not generate a tip vortex since it is
banded by an external ring containing the permanent magnets of
the rim-driven motor, and there is no tip gap. The wakes of the
first-stage rotor generates inclined vorticity layers with alternating
signs~Uzol @18#!. In Fig. 2~f ! ~50 percent!, the second-stage rotor
blade dissects such an inclined wake, creating a layer of negative
vorticity on the pressure side of the blade, and positive vorticity
on the suction side. Thus, the rotor is engulfed by the first-stage
rotor wake. Due to spanwise variations in velocity, there are phase
differences between the first-stage rotor wake at midspan and in
the tip region~90 percent!. Consequently, in the tip regions the
first-stage rotor wake is located upstream of the blade. As a result,
the inclined vorticity layers appear to have opposite signs, e.g.,
there is a positive vorticity layer on the pressure side of the blade
in the tip region and a negative vorticity at midspan. The phase lag
is also evident in Fig. 3, before the blade interacts with the in-
clined wakes. At midspan the blade is aligned with the positive
vorticity layer with the negative layer slightly downstream, and
the rotor blade is about to slice through this wake. In the tip
region, the first-stage rotor wake is located upstream of the rotor
blade. There are several possible reasons for delay, such as the
effects of the boundary layer on the casing, both within the first-
stage stator passage and in the gap between stages.

Although the flow field in the tip region is quite complicated,
the interaction of the incoming first-stage stator wakes with the
rotor blade and the tip vortex can still be depicted. The upstream
stator wakes get chopped off by the rotor blades and then merge
with the tip vortex. Att/T50.0 @Figs. 2~e! and 2~f ! at 90 percent#,
the rotor blade is about to cut through the stator wake. At this
instant this stator wake intersects with the tip vortex of the previ-
ous rotor blade at~0.09, 0.2!. As the wake gets chopped off, the
wake segment and the tip vortex merge along the pressure side of
the rotor blade, generating concentrated positive vorticity regions,
identifiable, for example, in Fig. 3 at~0.27,0.06!, ~0.15,0.24!, and
in Fig. 2~f ! at ~0.32,0.12!. These high vorticity ‘‘blobs’’ enter the
second-stage stator passage along the suction side of the stator
blade, and eventually become difficult to distinguish from the in-
clined structures generated by the tip vortices and entrained rotor
wakes. These complex interactions near the tip create much wider,
inclined patches of high vorticity in the tip region, as compared to
the midspan. Note that these processes are easier to recognize as
one examines all the ten phases in sequence~only two sample
phases are presented in this paper!.

In comparing the vorticity distributions at midspan to the tip
region@Fig. 2~f !#, one can also notice that the wake of the previ-
ous blade is located further downstream compared to the struc-
tures in the tip region. Furthermore, the angle between the wake
and the streamwise direction at midspan is lower than the main
orientation of structures in the tip region. These differences are
caused by the lower axial velocity~presumably due to the casing
boundary layer!, and higher lateral velocities just downstream of
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Fig. 2 Phase-averaged distributions for t ÕTÄ0.0 „a… axial velocity „ū …; „b… lateral velocity „ v̄ …; „c… absolute velocity
magnitude „zV¢ z…; „d… relative velocity magnitude „zV¢ z rel…; „e… turbulent kinetic energy „k…; and „f … vorticity „v̄… at three
spanwise planes. The plane location is indicated as percentage of the span. UtipÄ8 mÕs is the blade tip velocity at 500
rpm, L sÄ203 mm is the stage length and xÄ0 is the rotor leading edge. VÄ52.36 rad Õs „500 rpm ….
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the rotor blade in the tip region. As the tip vortex is transported in
the rotor-stator gap, its advection angle is initially very steep,
about 60 deg atx/Ls,0.2. However, as it gets closer to the stator
row, its advection angle decreases to about 40 deg, atx/Ls
.0.25. The orientation of structures in the tip region remains
higher than that at midspan throughout the entire stator passage.

The vorticity contours at the 90 percent span in Fig. 2~f ! also
reveal a wake-like zone just above~pitchwise! the second-stage
stator wake. The positive vorticity layer can be seen above the
stator wake at~0.7, 0.22!, starting at midchord, and the negative
layer~associated with a previous blade! can be seen on the bottom
left side of the plot, along with parts of the positive vorticity layer
at the~bottom left! corner. This phenomenon is most likely caused
by some tip leakage flow at the stator blade tip. Although the
stator blade is designed to come into contact with the window, the
measurements indicate that there is some leakage. This leakage
flow reduces the effective flow area at the exit from the stator,
compared to the midspan@see distributions ofū, Fig. 2~a!#. This
phenomenon occurs only in the three stator blades facing the win-
dow ~and will be solved by sealing the gap in the future!. The
other blades of this stator, and all the blades of the first-stage
stator are banded by an external ring, which is manufactured with
the blades as one unit.

To recapitulate, at midspan, the spatial nonuniformities in ve-
locity are associated with wake-blade and wake-wake interactions
~Uzol et al.@18#!. In the tip region, there are numerous additional
interactions involving the upstream wakes, the rotor blade wake,
and, most importantly, the tip vortex. The resulting nonuniformi-
ties and phase-dependent variations in the flow structure in the tip
region are much higher than those at the midspan. For example,
the axial velocities in Fig. 2~a! vary from very low ~even nega-
tive! values at~0.15, 0.06! and~0.23, 0.23!, just above the points
of intersection between the tip vortices and the 90 percent plane,
to very high values just below~pitchwise! the tip vortex intersec-
tions. The nonuniformities in the lateral velocity are also much
higher than at midspan. Clearly, the largest spatial, phase-
dependent variations are associated with the presence of the tip
vortex. As the tip vortex is convected towards the stator passage,
these phase-averaged nonuniformities sweep through the flow
field, creating high phase-dependent velocity fluctuations. Thus,
one should expect to find significantly higher levels of determin-
istic stresses in the tip region, as will be demonstrated in the next
section.

Flow in the Hub Region. The flow field near the hub region
is dominated by interactions between the rotor and stator wakes

with the rotating and stationary hub boundary layers.~The rotating
hub section is located at20.07,x/Ls,0.2.) These interactions
are the main causes of the phase-dependent unsteadiness and de-
terministic axial and lateral velocity fluctuations. Unlike the other
spanwise planes, near the hub high lateral velocity is induced both
by the blades and by the rotating hub. The levels of phase-
averaged velocity nonuniformities appear to be lower than those
at midspan or the tip. Conversely, in most hub regions the turbu-
lence levels are substantially higher than the levels at midspan
@Fig. 2~e!#. The 3 percent plane has a wide region with elevated
turbulent kinetic energy, especially within the rotor passage and
the rotor-stator gap. Figure 2~f ! shows that the same domain con-
tains several narrow vorticity layers, some with alternating signs
~details follow!. Inspection of all the available phase-averaged
data reveals that the wide turbulent region is generated mainly
within the rotor passages, presumably due to the rotating hub
boundary layer~and its interaction with upstream structures!, and
are then convected through the stator passages while merging with
the upstream rotor and stator wakes.

Chopping off and shearing of the first-stage stator wakes are
also observed near the hub. Att/T50.0 @Fig. 2~f !#, the rotor blade
is approaching the upper stator wake, while it has already sheared
the lower stator wake, which intersects with the blade at~0.1, 0.1!.
Figure 3 shows an early stage of stator wake shearing. As noted
before, at midspan the rotor is also engulfed by the wake of the
first-stage rotor. In the hub region one finds instead several in-
clined vorticity layers, some with alternating signs that dominate
the rotor-stator gap, extending diagonally from~0.1,0.2! to
~0.25,0.04!, but the trend seems to repeat itself on the other side of
the short rotor-wake segment. Well-founded explanation for the
formation of these structures requires analysis that is well beyond
the scope of this paper, and would require 3D measurements. It
seems, however, that a major contributor to this phenomenon is
the transition from nonrotating to a rotating hub atx/Ls
520.07, and the subsequent transition to a nonrotating hub at
x/Ls50.2. Such transitions generate a variety of three-
dimensional flow structures on their own~e.g., Bouda et al.,@23#!,
as well as stretch and realign upstream wakes. The negative in-
clined vorticity layer to the right of the rotor wake@Figs. 3 and
2~f !# exists already at the entrance to the rotating section, and may
even be initially part of the first rotor wake. The layer turns
slightly upward within the rotor passage, presumably by the rotat-
ing boundary layer, and is then turned downward while gaining
strength~maybe due to stretching!, in part by the rotor blade~Fig.
3!, and in part by the transition to a nonrotating boundary. It is
also possible that the increased strength is affected by the hub
vortices on the rotor blade. The origin of the inclined structures
with positive vorticity is not obvious. They may be a result of
interaction of the first-stage stator wake segment~on the pressure
side! with the combination of a rotating boundary layer and the
pressure gradients in the rotor pressure side. Note that the positive
inclined streaks are less evident in Fig. 3, shortly after the stator
wake is chopped off by the rotor. The lateral velocity@Fig. 2~b!#
peaks at the interface between the negative and positive vorticity
layers, and consequently, the relative velocity@Fig. 2~d!# is mini-
mal at the same location. The turbulent kinetic energy also peaks
at this interface, giving it a wake-like structure, which migrates
downstream, and overwhelms the rotor wake signature. In fact,
the structures seen being advected in the stator passage are origi-
nated by this phenomenon, and not by the rotor wakes. Radially
inward migration of the upstream stator wakes and secondary
flows may also be an important factor. Clearly, analysis/
explanation of this phenomenon requires additional extensive
efforts.

Unlike midspan, where the rotor wake can be identified for a
large distance, even after being deformed by upstream wakes
~Chow et al.,@19#!, in the hub region, the wake of the upper rotor
blade ~which is out of the field of view at this phase! becomes
much less distinct already at only a short distance downstream of

Fig. 3 Sample phase-averaged vorticity distributions at three
spanwise locations at t ÕTÄ0.7
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the wake. In Fig. 2~f ! the rotor wake can be identified only be-
tween~0.15, 0.23! and ~0.2,0.18!. The same rotor wake segment,
with a similar length, can also be seen in Fig. 3 attached to the
rotor. Breakup of this wake occurs due to nonuniformities in
streamwise velocity associated with the first-stage stator wake, as
discussed~for midspan! by Chow et al.@19#. The streamwise ve-
locity is lower within the stator wakes and higher between them.
When the rotor wake is exposed to these nonuniformities, it is
sheared. At midspan the shearing generates kink with elevated
turbulence levels~hot spots!, whereas in the hub region the rotor
wake becomes discontinuous, and the presence of other large
structures makes it very difficult to identify the broken segments.

The elevated levels of lateral velocity in the rotor-stator gap in
the hub region result in relatively high flow angles at the stator
inlet. The average stator inlet flow angle at the hub is 47 deg,
whereas it is only about 34 deg at midspan.~The stator inlet flow
angle at the tip is also relatively high, about 47 deg, due to the
effect of the tip vortex.! The high inlet flow angle at the hub
affects the suction side boundary layer of the stator blade, espe-
cially on the downstream side. As is evident from the distributions
of axial velocity, velocity magnitude, turbulent kinetic energy, and
vorticity in Fig. 2, the boundary layer on the downstream side is
much thicker than the corresponding layers in the other planes.
Furthermore, expansion of the boundary layer starts much earlier
near the hub, at aboutx/Ls50.55, compared tox/Ls50.64 and
x/Ls50.66 at the midspan and the tip, respectively. It is interest-
ing to note that, although the average stator inlet flow angles are
about the same at the tip and the hub, the suction side boundary
layer starts to get thicker much later at the tip. This difference is
most likely related to flows~and associated pressure gradients!
induced by the tip vortex. Figure 4 compares the distributions of
phase-averaged velocity magnitude along the suction side of the
stator blade, 1 percent stator chord lengths away from the surface,
for the hub, midspan, and tip regions, all at the same phase,t/T
50.7. The substantially higher momentum loss near the hub, es-
pecially at x/Ls.0.55, is evident. However, there is no reverse
flow along the suction side of the upper stator blade in the 3
percent plane, namely there is no evidence of flow separation at
this plane.

Although thickening of the boundary layer occurs on both sta-
tor blades that are within the field of view, there are slight differ-
ences between them. In fact, weak reverse flow develops along the
suction side of the lower stator blade, starting fromx/Ls50.65.
Thus, local boundary layer separation occurs on the lower blade,
but does not occur on the upper blade at all phases. These circum-
ferential differences are not caused by differences in flow fields.
They are a result of using a flat 50350 mm2 measurement plane
~laser sheet! that is perpendicular to the surface of the upper blade

~which is located at the center of the window!. Consequently, the
upper blade is dissected at the 3 percent plane, whereas the lower
blade is dissected at the 15 percent plane. We suspect that the 3
percent plane is located closer to the wall, and possibly below the
hub vortex, whereas at the 15 percent plane we dissect the hub
vortex, leading to differences in velocity distributions. The radial
differences in the points of dissecting the blades exists also in
these planes, but their impact is largest near the hub, in part due to
the smaller radius of curvature, and in part due to large spanwise
variations in flow structure near the hub. The deviations at mid-
span and the tip are 10 percent~50 percent and 60 percent on the
upper and lower blades, respectively! and 8 percent~90 percent
and 98 percent!, respectively. Consequently, the lower blade
seems to be affected more by the leakage at the tip of the stator
blade.

Average-Passage Flow Fields, Turbulence, and Deter-
ministic Stresses

The measured phase-averaged flow fields at ten different rotor
phases, every 3 deg of rotor orientation, which cover the entire
rotor passage, enable us to calculate the average-passage flow
fields and distributions of deterministic stresses. Recall that each
of the present phase-averaged flow fields is an ensemble average
of 100 instantaneous realizations. Thus, the ‘‘average-passage’’
flow fields presented in this section are obtained by ‘‘time aver-
aging’’ of the ‘‘ensemble averaged’’ parameters. We do not ac-
count for passage-to-passage variations. The average-passage ve-
locity, ũi , i 51,2, deterministic stress,ui9uj9̃, and deterministic
kinetic energy,kdet, are calculated from

ũi~x,y!5
1

M (
k51

M

@ ūi~x,y,f!#k , (6)

ui9uj9̃~x,y!5
1

M (
k51

M

$@ ūi~x,y,f!#k2ũi~x,y!%

3$@ ū j~x,y,f!#k2ũ j~x,y!%, (7)

kdet~x,y!5
1
2@ui9ui9̃~x,y!#, (8)

whereM is the total number of phase-averaged realizations, cov-
ering an entire passage, the tilde denotes an average-passage
quantity and the double prime represents the deterministic fluctua-
tion, i.e., differences between average-passage and phase-
averaged values. Average-passage values of all the phase-
averaged parameters are calculated using the same procedure
@Eqs. ~6! and ~7!#, including the average-passage values of the
turbulent kinetic energy and Reynolds stresses. For example,k̃,
the average-passage turbulent kinetic energy, is calculated by re-
placing ũi with k̃ in Eq. ~6!. Since the measurements provide a
finite number of phases, the blades do not cover each point at the
same frequency, and as a result the average-passage data becomes
patchy, especially within the passages. To provide a smooth tran-
sition and prevent this patchiness, we have to construct additional
interpolated fields every 0.75 deg of rotor orientation. The process
is based on linear interpolation of the experimental data in points
that are circumferentially shifted according to their phase, and
using weighted averages based on their phase lags. The proce-
dures are discussed in detail in Uzol et al.@18#. In this paper we
focus on spanwise variations of the average-passage flow param-
eters in the stator frame of reference. Uzol et al.@18# presents
results at midspan in both the rotor and stator reference frames.

Figure 5 shows the distributions of average-passage velocity
magnitude, vorticity, turbulent kinetic energy, and Reynolds shear
stress, as well as the distributions of deterministic kinetic energy
and deterministic shear stress. As before, we compare the distri-
butions in the 3 percent, 50 percent, and 90 percent spanwise
planes. Several observations can readily be made:

Fig. 4 Absolute velocity magnitude distributions along the
suction side of the stator blade, 1 percent stator chord lengths
away from the surface, for 3 percent, 50 percent, and 90 per-
cent spanwise planes, all at t ÕTÄ0.7
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Fig. 5 Average-passage „a… velocity magnitude, „b… vorticity, „c… turbulent kinetic energy, „d… deterministic kinetic
energy, „e… Reynolds shear stress, and „f… deterministic shear stress contours at 3 percent, 50 percent, and 90 percent
spanwise locations in the stator frame of reference. In the vorticity plots, the arrow at 50 percent span and the arrow on
the left at 90 percent span indicate upstream stator wake transport directions. The arrow on the right at 90 percent span
vorticity plot shows the tip vortex transport direction.
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Average-Passage Flow in the Tip Region. At 90 percent
span, the average-passage vorticity contours@Fig. 5~b!# reveal two
separate, inclined, wakelike vorticity distributions in the rotor-
stator gap, both of which are marked by arrows. The structure
with a steeper angle, about 55 deg, is associated with the trajec-
tory and advection of the tip vortex. The arrow is aligned with the
direction of tip-vortex transport. This region is also characterized
by a very low axial and high lateral velocity components~not
shown!, very high average-passage turbulent kinetic energy@Fig.
5~c!#, alternating signs of average-passage Reynolds shear stress
that coincide with the regions with alternating vorticity signs@Fig.
5~e!#, and extremely high deterministic kinetic energy@Fig. 5~d!#.
The wake-like layers of alternating vorticity signs with a shal-
lower angle, about 39 deg, are associated with advection of the
chopped wake segments generated by the first-stage stator blade.
This association was concluded from observations of phase-
dependent distributions of vorticity. This wake transport direction
also coincides with the low velocity magnitude region in Fig. 5~a!
that extends diagonally from~0.15, 0.0! to ~0.22, 0.1!. As is evi-
dent, transport of the stator wake segments and advection of the
tip vortex occur along different paths. Hence, they may even be
transported through different passages in the stator blade row.

The transport direction of segments of the first-stage stator
wake at 50 percent span is also indicated by an arrow in the
corresponding vorticity plot in Fig. 5~b!. The advection angle in
this plane, 38 deg, is very close to that at the tip, but the wake
occupies a wider region compared to the tip region, as is evident
from the wide positive and negative vorticity zones on either side
of the arrow. Near the tip the stator wake segments are ingested in
part by the tip vortex, reducing the domain directly affected by
their advection.

At the hub, the wake transport direction is not as distinct as the
clear trajectories at the midspan or the tip regions. The complex
flow structure generated by interaction of wakes with the rotating
and stationary boundaries, as discussed before, are responsible for
the reduced clarity. These interactions also contribute to the el-
evated levels of average-passage turbulent kinetic energy in the
rotor-stator gap@Fig. 5~c!#. One can still identify regions with
predominantly positive and negative vorticity, but the rotor-stator
gap does not contain distinct wake-like layers with alternating
signs. However, the corresponding distribution of deterministic
kinetic energy within the gap@Fig. 5~d!# still shows a region with
elevated levels that extends diagonally from~0.2,0.1! to
~0.35,0.2!, and continues within the stator passage. The elevated
level of kdet, is associated with unsteadiness in the transport of the
complex near-hub structures demonstrated in Figs. 2 and 3.

Average-Passage Flow Field Around the Stator. The previ-
ously discussed spanwise variation in the thickness of the bound-
ary layer on the suction side of the stator, as well as the resulting
effects on the wake thickness and effective exit flow area, are
clearly evident from the average-passage velocity and vorticity
distributions @Figs. 5~a! and 5~b!#. Substantial nonuniformities
that exist in the average-passage velocity magnitude in the gap
extend into the stator passage. They are caused by the complex
wake-blade, wake-wake, wake-tip vortex and wake-hub interac-
tions discussed in the previous section~and in Uzol et al.@18#!.
The average-passage velocity fields also reveal that the point of
maximum velocity on the suction side of the stator shift down-
stream as we go from the hub to tip. This trend indicates that the
stator blades are more front loaded close to the hub and more aft
loaded in the vicinity of the tip.

Distributions of Deterministic Kinetic Energy. The highest
deterministic kinetic energy levels develop immediately down-
stream of the rotor~except for the rotor passage!. The decay pro-
cess starts within the rotor-stator gap and extends into the stator
passages. There are substantial circumferential nonuniformities in
the distribution ofkdet within the gap in any plane, but the most
striking variations occur in the tip region. The highest levels of

deterministic kinetic energy, and the only ones that exceed the
turbulent kinetic energy, occur along the tip-vortex and wake tra-
jectories~mostly the tip vortex! in the 90 percent plane. The origin
of these highkdet values can be identified in the phase-dependent,
spatially nonuniform velocity distributions associated with trans-
port of the tip vortex and its interaction with the wakes that it
encounters. Along the tip vortex trajectory, the levels ofkdet are
more than one order of magnitude higher than the levels at the hub
and midspan, and are of the same order of magnitude as the tur-
bulent kinetic energy@Fig. 5~c!#. From midspan to tip, the turbu-
lent kinetic energy increases by about 5 times, whereas the deter-
ministic kinetic energy increases by more than an order of
magnitude. The high levels ofkdet along the tip-vortex trajectory
extend to the entrance and into the stator passage. Even within the
passage they are still about four times higher than the levels at
midspan and hub regions. Note that within the shown passage, the
region with elevated level ofkdet is an extension of the transport
direction of a tip vortex generated by the rotor blade located be-
low the sample area. The deterministic kinetic energy decays
within the stator passage. This decay may be a result of vortex
breakup due to interaction with other structures, or it can also be
caused by the vortex migrating out of the 90 percent plane, but we
cannot provide a substantiated explanation for this trend using the
present data. Measurement in neighboring planes, as well as 3D
measurements in an axial plane are needed to track the vortex
trajectory. Outside the tip-vortex transport direction within the gap
and the stator passages, the turbulent kinetic energy levels are still
3–4 times higher than the deterministic kinetic energy.

Other Trends of the Deterministic Kinetic Energy. In the
rotor-stator gap the deterministic kinetic energy levels at midspan
are about 30 percent higher than the levels at the hub within the
gap. This difference can be attributed to the more spatially uni-
form phase-averaged velocity distributions in the hub~Fig. 2!. A
region of elevated deterministic kinetic energy exists also in the
hub region, along the edge of the separated region on the suction
side of the bottom stator blade. This phenomenon is associated
with phase-dependent fluctuations in the boundary of the sepa-
rated region, caused by transport of structures through the stator
passage. Elevated levels can be observed near the trailing edges of
the upper stator blade and near wake at midspan. This pattern is
associated with modulation of the flow in the aft region by ad-
vected rotor and upstream stator wakes~Uzol et al.@18#!.

In contrast to the distributions ofkdet, the turbulent kinetic en-
ergy in the hub region is only 2–3 higher than the corresponding
levels at midspan, especially in the region with complex interac-
tion of wakes with the~fixed and rotating! boundaries. Recall that
the rotating section extends tox/Ls50.2. Within the tip-vortex
region, the maximum turbulent kinetic energy is about 5 times
than the levels at midspan.

Distributions of Deterministic Shear Stresses. The deter-
ministic and~average-passage! turbulent shear stresses have com-
parable magnitudes, but different structures, in most areas, and in
all spanwise locations. The only exceptions are the wakes of the
stator blades where the turbulent stresses are much higher, and the
tip-vortex region, where the deterministic stresses are substan-
tially higher. The trajectory of the tip vortex is characterized by
concentrated layers with positive and negative deterministic and
Reynolds stresses with opposite signs. However, the deterministic
shear stresses are about an order of magnitude higher than the
average-passage Reynolds stresses. Quantitative demonstration of
the differences in magnitudes and trends between Reynolds and
deterministic stresses along an arbitrarily selected line in the rotor-
stator gap is presented in Fig. 6. Other noted differences include
higher turbulent shear stresses in the 3 percent plane and within
the gap region. Conversely, at midspan the levels are close, but
they have opposite signs. The negative and positive~deterministic
and Reynolds! stress layers in the midspan gap are associated with
transport of the upstream stator wake and its interaction with the
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rotor wake. In the middle of the stator passage, the deterministic
shear stress is higher than the turbulent stress at the tip, but the
trend is reversed in the hub and the midspan planes.

Along the suction side of the stator blade, there is a region with
negative deterministic shear stress. This region is much wider at
the tip, and it is narrowest at midspan. As will be shown in the
next section, this region is characterized by negative deterministic
energy production, i.e., flux of energy from the deterministic ki-
netic energy to the average-passage kinetic energy. Before con-
cluding, one should note that there are many additional phenom-
ena that can be observed by careful examination of the
distributions in Fig. 5. We have only discussed those that have an
impact on the dynamics of deterministic stresses.

Decay Rates of Deterministic and Turbulent Kinetic En-
ergies

Figures 7~a! and 7~b! show the variations of the normalized
deterministic and turbulent kinetic energies along the stator mid-
passage at the 3 percent, 50 percent, and 90 percent span loca-
tions. Since all levels are normalized with their respective inlet
values, these distributions actually show the corresponding decay
patterns. Thex coordinate starts fromx/Ls50.38, i.e., at the plane

of the stator leading edge. The stator trailing edge is located at
x/Ls50.73. Several observations can be made as follows:

The valueskdet decrease gradually along the stator passage at
all spanwise locations. At the exit of the stator blade row, 68
percent, 80 percent, and 82 percent of the inlet deterministic ki-
netic energy is already dissipated at the tip, midspan, and the hub
planes, respectively. The decay continues downstream of the sta-
tor, and atx/Ls50.9, the levels are only about 5.6 percent, 10
percent, and 12.5 percent of the respective hub, midspan, and tip
inlet values, i.e., there is one order of magnitude decay in all
cases. The decay rates vary between planes, most likely due to
variations in the local dominant flow phenomena~as discussed
before!. For example, in the hub region, the decay rate ofkdet @Fig.
7~a!# is quite slow unitx/Ls50.5, and only about 30 percent of it
is lost until that point. Just downstream of this point, there is a
sudden drop to about 30 percent atx/Ls50.54. In the tip region,
the values remain flat up tox/Ls50.52, and then decay at a faster
pace.

Figure 7~b! demonstrates that the decay rates of the turbulent
kinetic energy are much smaller than those ofkdet. The decay rate
at the tip and midspan planes are very close to each other, and at
the exit from the stage only about 40 percent of the turbulent
kinetic energy is dissipated. At the hub, the turbulent kinetic en-
ergy decay rate is even slower, and it is only 20 percent lower by
x/Ls50.9. This lower decay rate is most likely associated with
turbulence production in the hub boundary layer, which feeds tur-
bulent kinetic energy into the 3 percent plane.

The fast decay of the deterministic kinetic energy within the
stator points to the fact that significant amount of ‘‘wake recov-
ery’’ may occur along stator passage. The term ‘‘wake recovery’’
refers to reduction in dissipation rate~mixing loss! of a turbulent
wake due to reduction in its velocity deficit, caused by straining
within the stator passage. This process was first suggested by
Smith @24#. Adamczyk @25# showed, using a 2D perturbation
analysis, that the difference in the mixing loss is equal to the
change in the flux of deterministic kinetic energy from inlet to the
exit. Therefore, when the ratio of the exit to inlet deterministic

Fig. 6 Deterministic and turbulent shear stresses at x ÕL s
Ä0.2 „in the rotor-stator gap … at the 3 percent, 50 percent „top …,
and 90 percent „bottom … spanwise planes. Solid symbols, Rey-
nolds shear stresses; hollow symbols, deterministic shear
stresses. Note the differences in scales.

Fig. 7 Distributions of „a… deterministic and „b… average-
passage turbulent kinetic energy along the stator midpassage
at the 3 percent, 50 percent, and 90 percent spanwise planes.
The levels are normalized by the respective inlet values. The x
coordinate starts at the stator leading edge plane „x ÕL s
Ä0.38…, and the stator trailing edge is located at x ÕL sÄ0.73.
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kinetic energy fluxes is less than one, wake recovery process oc-
curs, and the mixing loss of the upstream wake is reduced. In the
present experiments, the ratios of exit to inlet deterministic kinetic
energy flux are much less than one at all spanwise locations. Av-
eraging the fluxes of deterministic kinetic energy at the inlet~lead-
ing edge! and the exit~trailing edge! of the stator passage, we
obtain exit to inlet flux ratios of 29 percent, 17 percent, and 28
percent~i.e., reductions of 71 percent, 83 percent, and 72 percent!
for the hub, midspan, and tip planes, respectively. These trends are
consistent with previous experimental results obtained by Van
Zante et al.@26# for NASA Stator37 at peak efficiency and 75
percent span, in which they reported a 71 percent reduction in the
flux of deterministic kinetic energy.

Deterministic Kinetic Energy Budget
The momentum equations for the deterministic fluctuations,

ui9 , are obtained by subtracting the average-passage RANS equa-
tions from the RANS equations. Then, a scalar product ofuj9 with
the momentum equation forui9 and time averaging provides the
transport equations for the deterministic stresses. The following
deterministic kinetic energy transport equation is obtained as the
trace of the equation of deterministic stresses:
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As before, the tilde denotes time-averaging over all phases
~average-passage values! and the overbar denotes ensemble aver-
aging. The double prime refers to deterministic fluctuation and a
single prime is a turbulent fluctuation. The first three terms on the
right-hand side are source/sink terms. The first one~including the
minus! is a production/dissipation term due to deterministic
stresses and will be called ‘‘deterministic production (PD)’’ in the
following discussion. This term also appears in the transport equa-
tion of the average-passage kinetic energy with a reversed sign,
and determines the energy transfer between the phase-averaged

and average-passage flow fields. The second term is production/
dissipation due to the deterministic fluctuations of turbulent~Rey-
nolds! stresses and will be called ‘‘dissipation due to turbulence
(DT).’’ The reason for defining this term as dissipation~instead of
production! will become evident in this section. The third term is
the viscous dissipation associated with gradients of deterministic
velocity fluctuations. The last four terms involve spatial transport
of deterministic kinetic energy, but do not participate in produc-
tion or dissipation.

The present experimental data enable us to determinein-plane
distributions of all terms on the right-hand side of Eq.~9!, except
for the pressure-velocity correlation term. Of course, one has to
keep in mind that out-of plane~3D! effects may have a significant
impact on the results, especially in the hub and tip regions. Nev-
ertheless, as the following discussion shows, many interesting
trends are revealed from the in-plane components. Distributions of
the first two terms on the right-hand side of the deterministic
kinetic energy transport equation, i.e., deterministic production
and dissipation due to turbulence are presented in Fig. 8. Some
observations can be summarized as follows.

First, PD andDT are the dominant source/sink terms in the Eq.
~9!. The third, viscous dissipation term is 3 to 4 orders of magni-
tude smaller. There are regions in the flow field where eitherPD or
DT are substantially larger than one another, sometimes by orders
of magnitude, and in other regions they are of the same order.

Second, as is evident from Fig. 8~a!, there are distinct regions
in the flow field with positive and negative deterministic produc-
tion. Since this term is common to the average-passage and deter-
ministic kinetic energy transport equations~with opposite
signs!, the results show that energy transfer between the phase-
averaged and average-passage flow fields occurs in both direction.
Adamczyk@25# showed that the sign of the volume integral ofPD
determines whether the wake mixing loss is reduced or increased
by passing through a blade row. Negative volume-averaged deter-
ministic production indicates reduction in mixing losses~associ-
ated with a decrease in deterministic kinetic energy!. However,
Adamczyk’s analysis does not account for the effect ofDT on the
evolution of the deterministic kinetic energy. SinceDT is mostly
negative, the deterministic kinetic energy my decrease in spite of
the fact thatPD is positive.

Third, DT is negative almost everywhere, and its magnitudes
are particularly high downstream of the rotor, along the tip vortex
trajectory~extending into the rotor-stator gap!, and in parts of the

Fig. 8 Distribution of „a… deterministic production „PD , term 1 …; „b… dissipation due to turbulence „DT , term 2 … on the
right-hand side of the deterministic kinetic energy transport equation †Eq. „9…‡ at the 3 percent, 50 percent, and 90
percent spanwise planes.
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wake transport direction at mid span. Hence, we refer to this term
as the ‘‘dissipation due to turbulence.’’ The loss of deterministic
kinetic energy to turbulence should be accounted for, especially in
these regions. At mid span,PD is typically larger thanDT up-
stream of the stator passage, starting fromx/Ls50.3, and in the
middle of the stator passage.

In the tip region, along the tip-vortex transport direction, there
are parallel layers with high values ofPD with opposite signs.
Thus, in part of the tip vortex, energy is transferred from deter-
ministic kinetic energy to average-passage energy. However, add-
ing the first two terms in Eq.~9! would still result in negative
values, i.e., the deterministic kinetic energy decays over the entire
tip region of the rotor-stator gap. One should also keep in mind
that the flow in the tip region is highly three dimensional, and the
missing out-of-plane terms may have a significant contribution to
the overall balance.

Near the hub, in the rotor-stator gap, the deterministic produc-
tion is predominantly negative, much more than at midspan. This
trend is consistent with the higher average-passage velocity mag-
nitude in the same region@Fig. 5~a!#, and the faster decay of
deterministic kinetic energy near the hub@Fig. 5~d!# compared to
midspan.

There is also a wide negative deterministic production region
upstream of the leading edge of the stator blade, and a narrower
domain along the suction side of the stator boundary layer until
aboutx/Ls50.45. Further downstream,PD becomes and remains
positive through the trailing edge and the stator wake. A similar
behavior occurs in the tip region, but the negative region is ex-
tended further downstream, ending at aboutx/Ls50.5. This phe-
nomenon does not occur at the hub andPD is always positive
along the suction side of the stator blade. High positivePD values
occupy substantial parts of the rotor-stator gap, especially the re-
gions dominated by wake transport in the midspan and tip regions.

Spatial transport of deterministic kinetic energy due to deter-
ministic fluctuations, term 4 on the right-hand side of Eq.~9!, and
the transport term due to Reynolds stress fluctuations~term 6!, are
usually of the same order of magnitude as the deterministic pro-
duction and dissipation due to turbulence terms. Although not
presented here, it is observed that term 4 is a dominant production
term around the rotor leading edge region. It is about one order of
magnitude higher than deterministic production and about 3 to 4
orders of magnitude higher than the other terms. The deterministic
production itself is also positive in this region.

Since all thein-plane terms of Eq.~9! ~including advection by
the average-passage velocity on the left-hand side! except the
pressure-velocity correlation can be calculated, it is possible to
estimate the pressure-velocity correlation term from a balance of
the other terms. Since one expects the three-dimensional effect to
be minimal at midspan, such an estimate is more likely to yield
reasonable results at midspan. Thus, we perform the analysis us-
ing the midspan data. Figure 9 compares the deterministic produc-
tion term to the divergence of the pressure-velocity correlation
term along the stator midpassage. As is evident, the pressure-
velocity correlation term is much larger than the deterministic
production term, especially within the rotor-stator gap and at the
entrance of the stator passage. Considerable oscillations along the
midpassage line may be due to lack of statistical convergence and
the combination of many terms. However, an overall decreasing
trend towards the exit of the stator appears visible in spite of the
noise. This trend indicates that substantial deterministic pressure
fluctuations occur within the gap, and at the entrance to the stator
passage. These fluctuations are attenuated as the flow exits the
stator row.

Conclusions
PIV measurements are performed covering the entire second

stage of a two-stage axial turbomachine and near the hub and tip
regions. Phase-averaged flow fields are obtained for 10 different
rotor phases, and the results are then used to obtain the average-
passage flow fields and distributions of deterministic stresses. The
effects of the tip vortex and the hub boundary layer on the phase-
averaged and average-passage flow fields, as well as on determin-
istic stresses are discussed, and the results are compared to the
characteristics at midspan.

The tip vortex is a dominant source of phase-dependent un-
steadiness and deterministic stresses near the tip region. The as-
sociated turbulent kinetic energy levels as well as the phase-
averaged axial and lateral velocity nonuniformities are
substantially higher than those at midspan. The transport direction
of the upstream stator wakes is different than the transport direc-
tion of the tip vortex. Along this tip-vortex transport direction, the
deterministic kinetic energy levels are more than one order of
magnitude higher than the levels at the hub and at the midspan,
and are about the same order of magnitude as the turbulent kinetic
energy levels. Outside the tip-vortex trajectory, the turbulent ki-
netic energy levels are still 3–4 times higher than the determinis-
tic kinetic energy levels. The deterministic and turbulent shear
stress levels are comparable in all spanwise locations, except for
the wakes of the stator blades, where the turbulent stresses are
much higher. However, along the tip-vortex trajectory, the deter-
ministic shear stress levels are about an order of magnitude higher
than the turbulent shear stress levels.

The flow field near the hub is dominated by interaction between
the rotor and stator wakes with the rotating and stationary hub
boundary layers. These interactions are the main causes of the
phase-dependent unsteadiness and deterministic axial and lateral
velocity fluctuations. However, the levels of these phase-averaged
velocity nonuniformities appear to be lower than those at midspan
or the tip. Conversely, in most of the hub region, the turbulence
levels are substantially higher than those at midspan. Also, both at
the hub and at midspan, the turbulent kinetic energy is much
higher than the deterministic kinetic energy.

The decay rates of deterministic kinetic energy in the hub and
midspan regions are comparable to each other, whereas at the tip,
the decay rate is higher. The decay rates of turbulent kinetic en-
ergy are much smaller than those of the deterministic kinetic en-
ergy. In the evolution equation for deterministic kinetic energy,
the deterministic production, and newly introduced dissipation
due to turbulence terms are found to be the dominant source/sink
parameters. There are distinct regions in the flow field with posi-
tive and negative deterministic production. Since the deterministic
production term is the common term between the average-passage

Fig. 9 Distributions at midspan of the deterministic produc-
tion „PD , term 1 … and divergence of the deterministic pressure-
velocity correlations „term 5 … along the midpassage of the
stator.
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and deterministic kinetic energy transport equations~but with op-
posite sign!, the results show that the energy transfer between the
phase-averaged and average-passage flow fields can be in either
direction. The divergence of the pressure-velocity correlation
term, obtained from a balance of all the other terms, is dominant
and appears to be much larger than the deterministic production
term. This trend indicates that there are substantial deterministic
pressure fluctuations in the flow field, especially within the rotor-
stator gap and within the stator passage.
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Nomenclature

DT 5 Dissipation of deterministic kinetic energy due to
turbulence

k 5 Turbulent kinetic energy
kdet 5 Deterministic kinetic energy
M 5 Number of phase-averaged realizations
N 5 Number of instantaneous realizations

PD 5 Deterministic production
t 5 Time

T 5 Rotor blade passing period
u 5 Axial velocity component

ui8 5 Turbulent fluctuation
ui9 5 Deterministic fluctuation

ui8uj8 5 Turbulent stress
ui9uj9̃ 5 Deterministic stress

v 5 Lateral velocity component~almost circumferential,
but the laser sheet is flat!

uVW u 5 Absolute velocity magnitude
uV̄urel 5 Velocity magnitude in the rotor frame of reference

x 5 Axial coordinate
y 5 Lateral coordinate

Greek letters

a 5 Flow angle
f 5 Rotor phase
n 5 Kinematic viscosity
v 5 Vorticity
V 5 Rotational speed of the turbomachine
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Heat Transfer in 1:4 Rectangular
Passages With Rotation
The paper presents an experimental study of heat/mass transfer coefficient in 1:4 rectan-
gular channel with smooth or ribbed walls for Reynolds number in the range of 5000–
40,000 and rotation numbers in the range of 0–0.12. Such passages are encountered close
to the mid-chord sections of the turbine blade. Normal ribs~e/Dh50.3125 and P/e
58! are placed on the leading and the trailing sides only. The experiments are conducted
in a rotating two-pass coolant channel facility using the naphthalene sublimation tech-
nique. For purposes of comparison, selected measurements are also performed in a 1:1
cross section. The local mass-transfer data in the fully developed region is averaged to
study the effect of the Reynolds and the rotation numbers. The spanwise mass transfer
distributions in the smooth and the ribbed cases are also examined.
@DOI: 10.1115/1.1626683#

Introduction
Increasing the turbine inlet temperature can enhance the power

output of a gas turbine engine, but this requires the development
of advanced high-temperature materials or more effective internal
and external blade cooling strategies. In internal cooling, the
working fluid ~typically compressed air! is circulated through
smooth or ribbed serpentine passages and is discharged through
the holes located at the trailing edge or the blade tip. Improved
internal cooling designs rely on developing a better understanding
of the flow and heat transfer in rotating ribbed passages. Important
issues to be explored include the effect of aspect ratio and orien-
tation of the coolant channel, and the effect of the rib turbulator
shape and orientation. These issues need to be explored over pa-
rameter ranges of relevance to gas turbine engine applications.

In recent years, efforts directed at improving internal cooling
have led to concepts that include the use of inclined ribs@1#,
vortex generators@2,3#, profiled ribs@4,5#, dimpled surfaces@6#,
etc. Most of these studies have been performed with square cross-
section channels@1–12#. For example, Wagner et al.@7# examined
the heat transfer characteristics of turbulent flow in rotating
square, smooth serpentine passages, and were among the first to
quantify in detail the role of Rotation number (Ro5vDh/V) and
buoyancy parameter (Bo5(Dr/r)(R/Dh)Ro2) in square cross-
sectioned channels. Detailed distributions in rotating square chan-
nels were provided through mass transfer measurements by sev-
eral investigators including Park et al.@1# and Kukreja et al.@10#.
In real gas turbine blades, practical constraints often dictate the
choice of the coolant passage cross section and orientation. Cross
sections can have aspect ratios~AR’s! that span the range from
1:4 ~near the thickest portion of the blade! to 10:1 or higher~near
the trailing edge!, while the channel orientation can deviate sig-
nificantly from the orthogonal orientation~90 degrees to the rota-
tional axis!. However, the literature dealing with low or high AR
channels is quite limited compared to the square-aspect ratio
channel. Han@11# and Han et al.@12# reported heat transfer, pres-
sure drop, and the friction factor for ribbed rectangular channels
of low aspect ratios (51:4) under stationary conditions. Park
et al. @13# investigated the effect of various rib configurations
angled to the main flow direction in stationary channels with dif-
ferent AR’s ~1:4,1:2,1,2:1,4:1!. Although computational@14,15#
and analytical@16# efforts have been made in this area, the major-
ity of the data published for low AR coolant channels are for
stationary conditions, and there are little or no experimental data

available under rotating conditions. Thus the main motivation of
the present paper is to investigate the heat transfer behavior in a
low aspect ratio coolant channels under conditions of rotation.

In the present study, a 1:4 aspect ratio channel has been se-
lected, and both smooth and ribbed cases have been investigated.
Results are compared with those of a square channel for both
stationary and rotating cases. The study is conducted for a range
of Reynolds number~5000–40,000! and rotation number~0–
0.12!. For the ribbed channel,e/Dh50.3125 andP/e58. The rib
angle of attack is 90 deg. The value ofe/H50.125 and
e/W50.5.

The naphthalene sublimation technique@3–6,17,18# is used in
the present study to obtain surface heat/mass transfer data for both
stationary and rotational conditions. Mass transfer measurements
permit the acquisition of detailed local distributions of the Sher-
wood number, which can be related to the Nusselt number using
the heat-mass transfer analogy. The rotation of the channel creates
coriolis forces, which, in turn, generate secondary flows orthogo-
nal to the main flow direction. These secondary flows are impor-
tant and are the principal reason for the differences in rotating and
nonrotating flow cases. Note that with the naphthalene sublima-
tion technique, centrifugal-buoyancy forces are not represented.
However, as shown by Wagner et al.@7#, heat transfer on the
surfaces does not vary with density ratio for rotation numbers less
than 0.12, and does not become significant until a rotation number
of 0.35. Since the rotation numbers studied in this paper are all
less than 0.12, and for the majority of the results presented Ro
,0.05, centrifugal buoyancy is not expected to play a major role
for the parameter ranges studied in this paper. Therefore the use of
the naphthalene sublimation technique is justified for the param-
eter ranges considered, and has the added advantage of providing
detailed spatial distributions.

Experiments
Figure 1 shows a schematic diagram of the rotating rig facility.

The test section is mounted on a rotating arm driven by a hydrau-
lic motor. A dummy counterweight on the opposite end of the arm
is used for balancing. The rotating arm is housed inside a pressure
vessel for safety purposes. Compressed air is used as the working
fluid for all experiments. The air is taken from large, exterior
reservoirs in order to minimize flow disturbances caused by the
compressor. A concentric bore orifice plate is used to measure the
mass flow rate in the meter run. Naphthalene laden exhaust air is
directed through flexible tubing to a fume hood.

Figure 2 shows the schematic of the two-pass test section and
Fig. 3 shows the corresponding cross-sectional view. The alumi-
num alloy test section consists of a 69.85-mm tapered settling
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chamber; a frame that supports eight removable, wall frames; and
a removable 180-degree bend. These major components are se-
cured in a flangelike manner, using O rings between all parts to
prevent air leakage. The ribs are placed using double-sided tape to
prevent leaks and to prevent them from rattling. When assembled,
the test section forms 6.35325.43304.8-mm-long inlet and out-
let sections 38.1 mm apart that are connected by the 180-degree,
6.35325.4-mm square cross-section bend. For the ribbed duct,
the aluminum ribs are 3.17533.17536.35 mm long and have
holes on either end for mounting. Steel 0.635-mm-diameter music
wire is inserted into these holes to secure them to the sidewalls of
the test section. The ribs are mounted only on opposite walls. All
exposed surfaces except the ribs are coated with naphthalene.

Fresh 99% pure naphthalene crystals are melted in a heavy-
walled glass beaker and molten naphthalene is quickly poured into
the hollow cavity of the plate frame to fill completely the region
between the walls. The cast plates stand for at least 8 h in a fume
hood to attain thermal equilibrium with the laboratory. Test sec-
tion assembly is begun by first inserting the two inner sidewalls
and then attaching the bend. For ribbed surfaces, ribs are then
attached to these walls and the two outer sidewalls are mounted.

Detailed surface profiles of the cast surfaces are required for
local mass transfer results. These profiles are obtained by moving

the walls under a fixed, linear variable differential transducer
~LVDT ! type profilometer. A bi-directional traversing table is se-
curely mounted to the platform of a milling machine. The plates
are secured to a 15.875-mm-thick tooling aluminum plate, which
is fixed to the traversing table. This mounting plate has been ma-
chined with an assortment of pin supports and machine screw taps
to ensure the walls not only lie flat on the plate, but also are
mounted in the same location for all scans. A custom written
program run on a personal computer is used to control the motion
of the traversing table through microstep drive motors with a
0.00127-mm step size.

Naphthalene sublimation depth is calculated from the two sur-
face profiles for each wall. The surface scan of each plate takes
about 25 min while the assembly time on the test section takes 8
min per plate. Except for the assembly and scanning time, each
plate is kept in a sealed container with naphthalene-saturated at-
mosphere. Thus loss of naphthalene due to natural convection
only occurs during approximately 58 min. This loss has been es-
timated to be less than the resolution of the surface measurement
and verified experimentally. Nevertheless, this estimate is in-
cluded in the uncertainty analysis. Each profile is normalized with
respect to a reference plane computed from three points scanned
on the aluminum surface of the walls. The difference between the
normalized profiles gives the local sublimation depth. The local
mass fluxṁ9 and the local mass transfer convection coefficient
hm at each location are then calculated from the following expres-
sions:

ṁ95rsd/Dt;hm5ṁ9/@rw2rb~x!#, (1)

wherers is the density of solid naphthalene,d is the local subli-
mation depth,Dt is the duration of the experiment, andrw and
rb(x) are the vapor density of the naphthalene at the wall~ob-

Fig. 1 Schematic of the rotating experimental facility

Fig. 2 Schematic of the test section and meter

Fig. 3 Cross-stream section of the test section
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tained from equation of state! and in the bulk~obtained from mass
balances!. The local Sherwood number Sh is then calculated by

Sh5hmDh /Dn2a5hmDhSc/n, (2)

where the binary diffusion coefficientDn2a for naphthalene sub-
limation in air is taken as the ratio of the kinematic viscosity of air
n to the Schmidt number for naphthalene-air (Sc52.5). Sherwood
number results presented in this study have been scaled with a
correlation adapted from Ref.@21# for fully developed smooth
wall pipe flow,

Sho50.023Re0.8Sc0.4, (3)

where Re is the duct Reynolds number. Comparison of heat trans-
fer and mass transfer results can be done through the use of the
heat-mass transfer analogy@22#:

Nu5Sh~Pr/Sc!0.4 (4)

where Nu is the Nusselt number and Pr is the Prandtl number of
air. Both local and area-averaged results are reported in this paper.
Area averaging is performed as a simple arithmetic average of the
30328 data points scanned over the region between consecutive
ribs.

Uncertainties for all computed values are estimated using the
second-power equation method@23#. Volume flow rate and duct
Reynolds number~Re! uncertainties are estimated to be less than
10 percent for Re.6000. The uncertainty is higher for low Rey-
nolds numbers due to the combined uncertainty in the gas expan-
sion factor, and the generic calibration equation used for the ori-
fice flow meter, which is not very accurate at low flow rates. The
uncertainty is much less at higher Reynolds numbers.

For the stationary experiments, a thermocouple is imbedded in
the naphthalene filled plate to measure wall temperature for the
calculation of the vapor density of naphthalene, whereas in the
rotating experiments the measured temperature of the incoming
air is used. Since the temperature difference between inlet and exit
temperature of the facility has been measured to be substantially
less than a degree the effect is not significant and has been in-
cluded in the uncertainty estimates. Significant viscous heating of
the test section due to rotation-induced relative motion is insig-
nificant because the test section is inside the small pressure vessel
and exposed only to stagnant air.

The reported resolution of the LVDT is 0.00127 mm while the
analog-to-digital~A/D! board is reported to have an accuracy of
0.002 mm in a 12-kHz acquisition rate, 16-bit resolution mode.
Experimental tests of accuracy and repeatability for the entire ac-
quisition system indicate a sublimation depth uncertainty of
0.0038 mm. Maximum sublimation depths are maintained at about
0.152 mm by varying the duration of the experiment. This target
depth was selected to minimize uncertainties in both depth mea-
surement and changes in duct cross-section area. These uncertain-
ties were found to be 1 and 3 percent, respectively. The resulting
experimental duration was between 120 min for Re530,000 and
180 min for Re55000. Overall uncertainty in Sherwood number
calculation is about 8% and varies slightly with Reynolds number
(,1%).

Results and Discussion

Smooth Channel Results.
Validation: A series of tests have been conducted to validate the

experimental and analysis methods used. Figure 4 shows the cen-
terline normalized Sherwood number ratio distribution for a 1:1
stationary channel at Re530,000 along with published data
@7,19#. Overall, comparisons show excellent agreement in the
fully developed region of the inlet duct. Differences are seen in
the developing region of the outlet duct, and are attributed to the
differences in the bend region. In the present study, a smooth U
bend is employed while in both Han et al.@19# and Wagner et al.
@7# two successive 90-degree bends with zero bend radius have
been used.

Effect of Channel Aspect Ratio: Experiments have been con-
ducted at Re55760 and Ro50.12 for both 1:1 and 1:4 aspect ratio
channels in order to examine the effect of the aspect ratio. The
comparison of the centerline normalized Sherwood number ratios
are shown in Fig. 5, and the same qualitative trend is observed for
the two aspect ratios. The scale on thex axis is different due to the
difference in hydraulic diameter between AR51:1 (51 in.) and
AR51:4 (50.4 in.).

In the inlet duct~radially outward flow!, the trailing walls ex-
perience increased mass transfer while the leading-wall mass
transfer is reduced because of the rotation-induced secondary
flows. The opposite is true for the outlet duct where the flow is
towards the axis of rotation. While the qualitative features are the
same, quantitative differences are observed between the 1:1 and

Fig. 4 Comparison of the present Sherwood number ratios
with those published in the literature „ARÄ1:1 …

Fig. 5 Effect of aspect ratio on centerline normalized Sher-
wood number: Re Ä5760, RoÄ0.12, „a… ARÄ1:1, leading and
trailing walls, „b… ARÄ1:1, sidewalls, „c… ARÄ1:4, leading and
trailing walls, „d… ARÄ1:4, sidewalls
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1:4 aspect ratios, with the 1:4 case having lower values in the
developing region. In the fully developed region of the 1:4 aspect
ratio inlet channel, the rotation-induced increase in the mass trans-
fer ratio is 17.5% on the trailing wall compared to 29% in the 1:1
channel. The rotation-induced decrease in the mass transfer ratio
on the inlet leading side is 40% for the 1:4 case compared to 30%
in the 1:1 channel. Thus with rotation the 1:4 channel shows a net
degradation in the heat transfer on the leading and trailing sur-
faces combined, while the 1:1 channel does not exhibit a net
change with rotation. In the outlet channel, the increase in mass
transfer ratio on the leading side is 24% and the decrease on the
trailing side is 20% for the 1:4 aspect ratio case. For the 1:1
channel the enhancement on the leading side is 30% while the
degradation on the trailing side is only 12%. Thus for both aspect
ratios the level of rotation-induced degradation is lower in the
outlet channel relative to the inlet channel, and is presumably
linked to the bend induced secondary flows increasing the mixing
and heat transfer in the outlet channel. However, as in the inlet
channel, the 1:4 aspect ratio channel still has lower net heat trans-
fer enhancement relative to the 1:1 aspect ratio channel. On the
sidewalls, the mass transfer ratio evolution is nearly identical for
both aspect ratios, except for the lower values in the developing
region for the 1:4 case.

Effect of Reynolds Number: To examine the effect of Reynolds
number, experiments were conducted at three different Reynolds
numbers under stationary conditions for both 1:1 and 1:4 chan-
nels. The comparison of the centerline normalized Sherwood
number ratio of is shown in Fig. 6 for the 1:4 aspect ratio only.
The fully developed normalized values for the 1:4 channel are
slightly lower than 1, and are typically 9–12% lower than those of
the 1:1 aspect ratio case~not shown in the interest of brevity!.
Figure 6 shows that as the Reynolds number is increased from
20,000 to 30,000, the fully developed ratio decreases slightly
along the leading and trailing surfaces. No further decrease is
observed when the Reynolds number is increased to 40,000. This
is consistent with the expected asymptotic behavior in the fully
developed region at high Reynolds numbers. In the developing
region, the mass transfer ratio increases slightly with Reynolds
number, with values in the range of 1.5–1.7 for the leading/
trailing walls ~Fig. 6~a!! and 1.62–1.92 for the sidewalls~Fig.
6~b!!. The slightly higher values in the above-mentioned ranges
correspond to the developing regions of the outlet duct and are
presumably due to the secondary flows induced by the bend.

Figure 7 shows the average value of the fully developed mass
transfer ratio with increasing Reynolds number at Ro50 and Ro
50.025. In Fig. 7~a!, for Ro50, the dependence on Reynolds
number appears to be relatively weak. In Fig. 7~b! the differences
between the stabilized and de-stabilized surfaces are of the order
of 10% for both the outward-flow and inward-flow passages, and
this difference appears to increase marginally with Reynolds num-
ber. In fact, the heat transfer on the stabilized surface remains

insensitive to Reynolds number while the heat transfer on the
destabilized surface appears to decrease slightly with Reynolds
number.

Effect of Rotation Number: A set of experiments has been con-
ducted at three different rotation numbers at Re530,000 for the
1:4 channel cross section. The results are shown in Fig. 8 for both
inlet ~flow radially outward! and outlet ~flow radially inward!
channels. The Sherwood number ratio on the leading wall is re-
duced by 10% relative to the stationary case by increasing the
rotation number from 0 to 0.045, while on the trailing wall the
Sherwood number ratio is increased by 12%. The Sherwood num-
ber ratio along the sidewall also generally exhibits an increase
with rotation, with an increase of about 8% for Ro50.045 relative
to the stationary case (Ro50). In the outlet channel the reverse
behavior is expected on the leading and trailing walls relative to
the inlet channel. However, only the destabilized wall is entirely
consistent with expectations. It is observed that the rotation-
induced mass transfer enhancement~20% relative to the stationary
case! on the leading~destabilized! wall is much more pronounced
than the degradation~6%! observed on the leading~stabilized!
wall, which does not appear to change from Ro50.025– 0.045. A
strong bend effect is a possible explanation for this behavior. The

Fig. 6 Effect of Reynolds number on centerline normalized
Sherwood number at Ro Ä0, ARÄ1:4, „a… leading and trailing
wall average, „b… sidewalls average

Fig. 7 Fully developed averaged normalized Sherwood num-
ber for AR Ä1:4 at „a… RoÄ0, „b… RoÄ0.025

Fig. 8 Effect of rotation on centerline normalized Sherwood
number at Re Ä30,000 for AR Ä1:4
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sidewall mass transfer displays a modest monotonic increase with
rotation, which is as high as 10% relative to the stationary case for
the highest rotation number examined. No evidence of buoyancy-
induced separation, as reported in Dutta et al.@16#, has been ob-
served in the present study. This is expected because the buoyancy
in the mass transfer experiments is negligible (Gr/Re!,1 as per
Ref. @16#!.

Figure 9 shows the spanwise distributions for different rotation
numbers in the fully developedregion at Re530,000. These distri-
butions are a result of averaging in the streamwise direction be-
tween successive ribs. Some level of asymmetry can be seen in
the profiles and is indicative of the asymmetry in the flow induced
by the bend and the asymmetry in the incoming flow. In smooth
channels, these asymmetries do not wash out quickly, and persist
well downstream. In general, the cross-stream profiles follow the
expected patterns of reduction and enhancement of mass transfer
along leading and trailing walls. For the destabilized surface, the
peak heat transfer occurs close to the centerline where the
Coriolis-induced secondary flows impinge, and decay outwards
along the lateral direction. Along the stabilized surface, the mini-
mum heat transfer occurs in the middle where the secondary flow
lifts off the surface, and the peak heat transfer occurs close to the
corners where the secondary flow moving down the sidewall im-
pinges. Thus close to the corners, there is a crossover of the pro-
files along the stabilized and destabilized surfaces, with heat trans-
fer along the stabilized surface actually being greater than the heat
transfer along the destabilized surface. Note that close to the cen-
terline, the differences in the Sherwood number ratio between the
stabilized and destabilized surface can be a factor of 1.5 different
at Ro50.045. This is in contrast to the average Sherwood number
ratio where the differences are much smaller and in the range of
10–20%. Along the sidewalls, enhancement is consistently noted
with rotation, with the spanwise variation being relatively flat ex-
cept close to the corners.

Results of Ribbed Channel, ARÄ1:4. For the ribbed chan-
nel, measurements are made with thermally inactive square cross-
sectioned ribs, mounted on the leading and trailing surfaces in an
in-line arrangement and 90 deg angle of attack (e/Dh50.3125

and P/e58). Figure 10 shows the centerline distribution of the
Sherwood number along the leading surface and the average of
the Sherwood number ratio along the sidewalls in the inlet chan-
nel for a nonrotating case. An obvious feature of the ribbed wall
mass transfer profile is its periodic behavior.

Unlike the smooth channel, which did not attain truly fully
developed conditions, the ribbed channel reaches periodically
fully developed conditions shortly after the entrance~in the inlet
channel! or after the bend~in the outlet channel!. Inspection of the
centerline mass transfer profiles~Fig. 10! indicates that there is a
peak behind the rib where the flow reattaches and a peak imme-
diately upstream of the rib due to a corner vortex. The lowest heat
transfer occurs directly at the rib location, and this is a conse-
quence of the rib being thermally inactive in the present study.
The ribs also significantly enhance the mass transfer along the
smooth sidewalls. This increase in mass transfer is believed to
result from the acceleration of fluid between the ribs and an asso-
ciated increase in turbulent kinetic energy. It is worth noting here
that the ribs in the blade cooling application are usually not rect-
angular but rounded, in which case the flow supposedly remains
more attached to the ribs, particularly on the upstream side. In the
case of the square ribs that are usually studied in the laboratory
and are the object of the present study, the flow separates very
close to the upstream corner.

Effect of Reynolds Number: Figure 11 shows the average fully
developed mass transfer ratio in the inlet and outlet channels for
the ribbed leading and trailing walls and for the smooth sidewalls
at different Reynolds numbers. The results for the stationary case
are compared with Han and co-workers@11,12# for aspect ratio
1:4 and 1:1 channel, respectively. The present results for the sta-
tionary 1:4 aspect ratio case generally agree with those of Han and
co-workers@11,12#. However, in the present results, a consistent
Reynolds number effect is observed, with Sh/Sh0 decreasing with
Re ~by nearly 20% on the ribbed surface and 13% on the smooth
sidewall!. With rotation~Fig. 11~b!! it is observed that for all the
walls, the mass transfer ratio also decreases~in the range of 10–
20%! with increasing Reynolds number. This dependence on Re
for the rotational case is comparable to that observed for the non-
rotating case. This behavior is surprising considering that the flow
appears to be fully developed with consistently periodic modules.
It should be noted that special care was given in verifying this
trend through repeated experiments. One possibility is that the
exponent of the Reynolds number (50.8) with which the Sher-

Fig. 9 Spanwise distributions at different rotation numbers in
the fully developed region at Re Ä30,000 for AR Ä1:4, „a… and
„b… leading and trailing, and „c… and „d… sidewalls

Fig. 10 Centerline distribution of the Sherwood number ratio
along the ribbed and sidewall „inlet … for AR Ä1:4
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wood number has been normalized is different. An attempt at
estimating a corrected value was not done due to the limited num-
ber of Re values studied.

Effect of Rotation Number: Figure 12 shows the effect of the
rotation number at Re530,000. In the inlet~radially outward
flow! passage, the trailing wall shows an increase of 18% and
leading wall decreases by 18% when the rotation number is in-
creased to 0.045. Correspondingly, in the outlet~radially inward
flow! passage, the mass transfer ratio on the leading edge in-
creases by 20% and decreases by 14% on the trailing edge. The
sidewalls show a rather modest increase with Ro~within the ex-
perimental error range!. For a 1:1 case at Re525,000, Ro50.05
~Wagner et al.@9#!, the enhancements on the destabilized surfaces
were observed to be nearly 10% and the degradation on the sta-
bilized surfaces were nearly 20%. Therefore it is concluded that
for the 1:4 case, the rotation effects are stronger and the enhance-
ment is higher than the 1:1 rotating case. This is believed due to
the effect of the stronger secondary flow formation in a 1:4 chan-
nel.

Figure 13~a! shows the centerline distribution of the normalized
Sherwood number in a single periodically developed region be-
tween successive ribs in the inlet duct. The first peak corresponds
to flow reattachment while the second peak corresponds to the

corner vortex upstream of the rib. At Ro50.045, the trailing sur-
face shows roughly a 20% enhancement over the leading surface
over most of the interrib module. Figure 13~b! shows the corre-
sponding profiles for developing flow in the first inter-rib module
following the bend in the outlet channel. Even in the first inter-rib
module following the bend, there is an increase in the Sherwood
number ratio~15–20%! on the leading surface relative to the trail-
ing side. This indicates that in a 1:4 channel, the bend induced
secondary flows are not strong enough to counter the rotation-
induced secondary flows. The outer sidewall in the outlet channel
has a slightly higher~less than 10%! Sherwood number ratio than
inner sidewall. This is due to the bend effects and is associated
with the accelerating flow on the outer sidewall. Note that unlike
a 1:1 duct where a separation on the inner sidewall leads to low
heat transfer values in this region, no such separation or region of
significantly reduced heat transfer is along the inner sidewall im-
mediately following the bend. This is to be expected, based on the
fact that for the 1:1 channel the bend is effectively of a ‘‘shorter
radius’’ compared to the 1:4 channel. This is also evidenced by the
fact that for the 1:1 channel the Ito@24# curved-pipe similarity
parameter (Re$Dh /@2r#%2, wherer is the bend radius! is larger by
a factor of 3 compared to that of the 1:4 channel.

Figure 14 shows the spanwise distribution along the ribbed
trailing and leading surfaces~Figs. 14~a! and ~b!! and smooth
inner and outer side walls~Figs. 14~c! and~d!! for different rota-
tion numbers in the fully developed region at Re530,000. These
distributions are a result of averaging in the streamwise direction

Fig. 11 Fully developed mass transfer ratio in the inlet and
outlet ribbed channel, „a… RoÄ0, „b… ARÄ1:4, RoÄ0.025 „aver-
age of the inlet duct sidewalls and outlet duct sidewalls is plot-
ted …

Fig. 12 Effect of rotation number at Re Ä30,000, ARÄ1:4 „fully
developed averaged normalized Sherwood number …

Fig. 13 Centerline normalized Sherwood number distribution
in the inter-rib region at Re Ä30,000, RoÄ0.045, ARÄ1:4, „a…
inlet fully developed region, „b… outlet developing flow region
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between successive ribs. The profiles along the leading and trail-
ing surfaces indicate a relatively uniform mass transfer distribu-
tion in the mid-span regions of the ribbed walls followed by a
sharp dropoff toward the corners. Note that this behavior is dis-
tinctly different than the smooth channel~Fig. 9! where an in-
crease in the Sherwood number was observed toward the corners.
Along the smooth sidewalls~Figs. 14~c! and ~d!!, no significant
variation is observed with rotation in the inlet duct~Fig. 14~c!!.
Slightly higher values~relative to the stationary case! are obtained
close to the destabilized trailing-surface side where the rotation-
induced secondary flows impinge, and correspondingly slightly
lower values are obtained at the opposite end adjacent to the sta-
bilized surface. In the outlet duct, larger differences are observed
~Fig. 14~d!!. Values are again higher closer to the destabilized
surface~leading surface! and lower closer to the stabilized sur-
face, but surprisingly this is only true along the inner wall. A
plausible explanation for this is that the bend-induced acceleration
along the outer wall skews the rotation induced secondary flow
pattern toward the inner wall. Along the outer wall, a relatively
uniform distribution is obtained with a mild increase toward the
stabilized surface. With span-wise averaging however, the high
and lows in the profiles average out, and the averaged values do
not show a strong Ro number dependence as seen in Fig. 12.

It should be noted that the secondary flow effects after the bend
are different with and without ribs. This is expected since the ribs
induce secondary flows that are confined near the walls. The in-
teraction of rib-induced and bend-induced secondary flows result
in a different pattern with multiple rolls that causes enhanced
mass transfer.

Concluding Remarks
Mass/heat transfer distributions have been obtained in a 1:4

smooth and ribbed channel under stationary and rotating condi-
tions. The naphthalene sublimation technique has been used to
obtain these measurements. These results have been compared
with results for a 1:1 square cross-section channel. The following
conclusions can be drawn:

1. For a smooth channel, the 1:4 cross section shows lower
levels of enhancement along the destabilized surface, and higher

levels of degradation along the stabilized surface compared to the
1:1 cross-section channel. Thus, for a specific parameter value, the
1:4 cross-section channel has lower heat transfer rates compared
to the 1:1 channel.

2. For a smooth channel, the spanwise distributions along the
destabilized surface show a peak at the center and decrease toward
the corner. Along the stabilized surface, the center has the lowest
heat transfer value and the values increase toward the corners. A
crossover point is observed near the corners where the stabilized
surface has higher heat transfer than the destabilized surface.

3. For the smooth duct, the Sherwood numbers are relatively
insensitive to Re. For the ribbed duct, the Sherwood number ratios
show a weak Re number dependence under stationary and rotating
conditions, with Sherwood number ratios decreasing with Re.

4. At Re530,000, as Ro is increased from 0 to 0.045, the 1:4
cross-section smooth duct shows roughly a 10–12% change in the
inlet duct relative to the stationary case. For the ribbed duct, the
corresponding change is about 18%. This observation is consistent
with the square-aspect ratio results of Johnson et al.@20# who also
show that 90-degree trips show a greater sensitivity to Ro com-
pared to the smooth channel.

5. The spanwise distribution for the ribbed cases show fairly
uniform distributions in the mid-span regions, and unlike the
smooth channel case, the peak heat transfer rate on the stabilized
surface is highest in the middle.
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Nomenclature

Re 5 Reynolds number (Re5rVDh/m)
Ro 5 Rotation number (Ro5vDh/V)
AR 5 Aspect ratio (W/H)

e 5 Height of the rib
Dh 5 Hydraulic diameter
H 5 Distance between leading and trailing walls
p 5 Pitch ~distance between the two consecutive

ribs!
Sh 5 Sherwood number
Nu 5 Nusselt number
Sho 5 Reference Sherwood number
Nuo 5 Reference Nusselt number

IS 5 Inner sidewall
OS 5 Outer sidewall

L 5 Leading side
T 5 Trailing side

IL 5 Inlet leading
IT 5 Inlet trailing

OL 5 Outlet leading
OT 5 Outlet trailing

OSW 5 Outlet sidewall
ISW 5 Inlet sidewall
SW 5 Sidewall

L-T average5 Average of leading and trailing side
Sc 5 Schmidt number of naphthalene
n 5 Viscosity of air

rW 5 Density of naphthalene
rb 5 Bulk density of naphthalene

Dn2a 5 Binary diffusion coefficient of naphthalene in
air

Pr 5 Prandtl number~air!
v 5 Rotation speed~RPM!
V 5 Velocity of air inside the channel
W 5 Distance between sidewalls
Bo 5 Buoyancy parameter

(Bo5(Dr/r)(R/Dh)Ro2)

Fig. 14 Spanwise distribution for different rotation numbers in
the fully developed region at Re Ä30,000, ARÄ1:4
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Large Eddy Simulation of Film
Cooling Flow From an Inclined
Cylindrical Jet
Predictions of turbine blade film cooling have traditionally employed Reynolds-averaged
Navier-Stokes solvers and two-equation models for turbulence. Evaluation of several
versions of such models have revealed that the existing two-equation models fail to re-
solve the anisotropy and the dynamics of the highly complex flow field created by the
jet-crossflow interaction. A more accurate prediction of the flow field can be obtained
from large eddy simulations (LES) where the dynamics of the larger scales in the flow are
directly resolved. In the present paper, such an approach has been used, and results are
presented for a row of inclined cylindrical holes at blowing ratios of 0.5 and 1 and
Reynolds numbers of 11,100 and 22,200, respectively, based on the jet velocity and hole
diameter. Comparison of the time-averaged LES predictions with the flow measurements
of Lavrich and Chiappetta (UTRC Report No. 90-04) shows that LES is able to predict the
flow field with reasonable accuracy. The unsteady three-dimensional flow field is shown to
be dominated by packets of hairpin-shaped vortices. The dynamics of the hairpin vortices
in the wake region of the injected jet and their influence on the unsteady wall heat transfer
are presented. Generation of ‘‘hot spots’’ and their migration on the film-cooled surface
are associated with the entrainment induced by the hairpin structures. Several geometric
properties of a ‘‘mixing interface’’ around hairpin coherent structures are presented to
illustrate and quantify their impact on the entrainment rates and mixing processes in the
wake region.@DOI: 10.1115/1.1625397#

Introduction
Advanced gas turbines are designed to operate at increasingly

higher turbine inlet temperatures. This poses a greater challenge to
design more effective blade cooling strategies. Film cooling is
commonly used to cool the first-stage turbine blade and to main-
tain the blade temperatures below their melting point. In film
cooling, coolant jets are injected at an angle into the heated cross-
flow that deflects these coolant jets over the blade surface to pro-
vide coolant film coverage. However, film-cooling air represents a
reduction of the air in the main flow path through the combustor,
and coolant injection introduces additional aerodynamic losses.
Therefore, the goal of the turbine designer is to minimize coolant
usage and maximize cooling effectiveness. This requires a com-
plete and accurate understanding of the flow and heat transfer
behavior associated with the film-cooling injection process.

Most of the computational studies on film cooling flow have
been done using steady Reynolds-averaged Navier-Stokes
~RANS! calculation procedures~Garg and Gaugler@1,2#; Berhe
and Patankar@3#; Walters and Leylek@4#; Lakehal et al.@5#;
Acharya et al.@6#!. However, the turbulent stress field is highly
anisotropic in the wake region of the coolant jet, and the inherent
unsteadiness of the coolant jet-crossflow interactions may have
important implications on the passive scalar entrainment process.
In general, RANS calculations underpredict the lateral spread and
mixing of the jet while they overpredict the vertical penetration of
the coolant jet~Acharya et al.@6#!. For a square jet injected ver-
tically into a crossflow, comparisons of predictions and measure-
ments~Hoda et al.@7#! reveal that RANS procedures with an ar-
ray of turbulence models~from two-equation models to Reynolds
stress models! significantly underpredict the lateral shear stress
u8w8 ~responsible for the lateral mixing and spreading!, while

large eddy simulation~LES! predictions are in excellent agree-
ment with measurements. Clearly, RANS modeling either at the
two-equation level or at the second-moment level is inaccurate for
correctly predicting the turbulent stresses and the scalar mixing,
while LES can more accurately capture the flow physics. In the
present paper, LES for an inclined film-cooling jet is reported, and
an effort is made to understand the flow physics associated with
the coolant-jet–crossflow interaction. While limited comparisons
with available experimental data are made in this paper to validate
the calculation procedure and the subgrid scale models employed,
the main goal of the paper is to focus on the large-scale unsteady
dynamics of the coolant jet, and how these dynamics influence the
mixing and heat transfer that control the cooling effectiveness of
the jet.

Computational Procedure
In LES, the governing equations are spatially filtered, with the

filter width ~proportional to the size of each grid element! repre-
senting the scales in the flow field that are resolved~Vreman et al.
@8#; Tyagi and Acharya@9#!. The nondimensional filtered govern-
ing equations for the conservation of mass, momentum, and en-
ergy for an incompressible Newtonian fluid are given as
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whereUi is the filtered velocity field,f i is the body force term,
andQ5 (T2T`)/(Tj2T`), whereTj is the coolant-jet tempera-
ture andT` is the crossflow temperature. In the present calcula-
tion, a Cartesian grid is used, and an immersed boundary approach
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~Yusof @10#; Fadlun et al.@11#; Tyagi and Acharya@9#! is utilized
to resolve the inclined surfaces of the coolant delivery tube. With
the immersed boundary method, grid points internal to a solid
surface have body force terms added such that the no-slip bound-
ary conditions at the interior surface is exactly satisfied. For tem-
perature, a conjugate heat transfer problem is solved withL in the
energy equation representing the ratio of thermal diffusivity of the
immersed solid to thermal diffusivity of the fluid andF represent-
ing an indicator function that is 0 in the fluid region and 1 in the
immersed solid region.

The subgrid scale~SGS! stress tensor and SGS scalar flux vec-
tor are represented byt i j and qj , respectively, in the governing
equation. In this study, a dynamic mixed model~DMM ! is used to
model the SGS stress tensor and the scalar flux vector~Moin et al.
@12#; Vreman et al.@8#!. The DMM can represent the backscatter
of energy through the scale-similar part while it can drain the
energy from the large scales to the small scales using an eddy
viscosity part. This model is generally considered to be the sim-
plest model that satisfies both the physical and mathematical re-
quirements for SGS models. Box filters are used in the Germano
identity for the calculation of the dynamic coefficient and for the
calculation of Leonard stresses appearing in the subgrid stress
term. The dynamic coefficient is test filtered to avoid numerical
instabilities. Additional details of the procedure are given by
Tyagi and Acharya@9#.

The momentum equations are solved using a projection
method. The temporal differencing is done using an explicit
second-order accurate Adams-Bashforth scheme. The spatial des-
cretization is done using a fourth-order central finite-difference
scheme for all the terms except the convective term
(]UaUa /]xa) that is upwind-differenced with a third-order accu-
rate scheme. The pressure-Poisson equation is solved using a di-
rect solver based on a matrix diagonalization approach. The La-
placian operator in the pressure equation is approximated using a
fourth-order central difference for the gradient operator and a
second-order accurate central difference for the divergence opera-
tor. All the terms in energy equation are differenced using fourth-
order central differences. Additional details of the numerical
scheme used are given by Acharya et al.@6# and Tyagi and
Acharya@9#.

The computational domain of interest is shown in Fig. 1, and
represents a spanwise-periodic module containing a single coolant
delivery tube inclined at 35 deg to the streamwise direction. For
this geometry, detailed flow measurements have been provided by
Lavrich and Chiappetta@13# with a coolant delivery tube length of
6D ~whereD is the diameter of the coolant-jet delivery tube!, and
film-cooling effectiveness data are provided by Sinha et al.@14#
with a coolant delivery tube length of 1.75D. The LES results of
the present study are compared with these reported measurements.
A uniform grid of 1723102362 is used to model the computa-
tional domain of size 17D35D36D. The film-cooled surface is
placed at 1.0D from the bottom of the computational domain with
the length of the coolant delivery tube being equal to 1.75D. The
center of the jet injection hole at the film-cooled surface is 5D
downstream from the inlet plane. The origin of axes is placed at

the center of hole on the film-cooled surface. Therefore, the do-
main is@25D,12D#3@21D,4D#3@23D,3D#. The jet delivery
tube is simulated as an inclined cylindrical surface, and as noted
earlier, the immersed boundary method is utilized to enforce the
no-slip conditions on the delivery tube surface~Yusof @10#!.

At the inlet of the coolant delivery tube, flow boundary condi-
tions must be provided that are consistent with the measurements.
In most experimental studies, detailed velocity measurements at
the inlet to the coolant delivery tube or the jet exit are not pro-
vided. Thus judicious choices must be made in this respect. It is
generally accepted that since the crossflow influences the flow
development in the delivery tube, the computational domain must
include all or a portion of the coolant delivery tube. The present
computations, with a 1.75D long delivery tube, are being com-
pared with two sets of measurements with delivery tube lengths of
6D and 1.75D, respectively. When comparing with the cooling
effectiveness measurements of Sinha et al.@14# with a 1.75D long
delivery tube and blowing ratioM50.5, the correct delivery tube
length was used in the calculations, and a large stagnation-type
plenum was assumed in the computations upstream of the 1.75D
delivery tube, with the plenum fed by air streams flowing parallel
to the main crossflow. When comparing with the 6D delivery tube
measurements of Lavrich and Chiappetta@13#, instead of extend-
ing the delivery tube to be 6D long ~due to the associated need for
increasing the number of grid points significantly, and the limita-
tions in the available computing resources!, the delivery tube was
maintained at 1.75D, and mean velocities at the tube inlet were
specified from a RANS calculation where a 6D long delivery tube
fed by a large cylindrical plenum~as in the experiments! was
used. Since LES requires the specification of instantaneous veloci-
ties, turbulent velocity fluctuations were added to the mean ve-
locities. The velocity fluctuations were generated using a Gaussian
random number generator~Box-Muller algorithm! with a variance
corresponding to the RANS-computed turbulent kinetic energy.

The top boundary of the computational domain~located 4D
from the surface! is treated as freestream boundary. At the inlet, a
fully developed turbulent profile~1/7th law, boundary layer thick-
ness;1D) is specified from the experimental data. At the out-
flow, a convective boundary condition is used where the convec-
tion speed is obtained from the mass flux balance. The spanwise
direction (Z) is assumed to be periodic.

Results

Comparisons With Measurements. To validate the LES cal-
culation procedure, the time-averaged LES results are compared
with the velocity measurements of Lavrich and Chiappetta@13#
and the film-cooling effectiveness data of Sinha et al.@14# Figures
2 and 3 present the velocity comparisons for blowing ratios (M )
of 0.5 and 1.0, respectively. The streamwise (U) and vertical (V)
components of the velocity are shown along the spanwise center-
plane (Z/D50) at three axial locations (X/D50, 5, and 10!,
while the spanwise (W) component of velocity is presented at
Z/D50.5, which corresponds to the spanwise edge of the hole.
The time-averaged statistics is obtained as the run-time average
from the computations over approximately ten flow-through time
periods~flow-through time is the time taken by the cross-flow to
sweep the computational domain from the inlet plane to the exit
plane!. The velocity predictions at both blowing ratios are gener-
ally in good agreement with the experimental data. AtX/D55,
the streamwise velocity underpredicts the measured data particu-
larly for M51.0. However, the spanwise and vertical velocity
components are in excellent agreement with the data. These ve-
locity components play a critical role in the spanwise and vertical
penetration of the jet, respectively, and the good agreement with
the data atM50.5 andM51.0 provides a measure of validation
for the LES calculations.

Predictions of the centerline film-cooling effectiveness at a
blowing ratio of 0.5 are shown in Fig. 4. Also shown are the data
of Sinha et al.@14# at the same blowing ratio. In both experiments

Fig. 1 Schematic of the computational domain and boundary
conditions
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and computations the coolant delivery tube length was the same
and equal to 1.75D. The agreement between the predictions and
the data is excellent with the predicted profile lying virtually on
top of the data. The good agreement between the cooling effec-
tiveness predictions and the data again confirms the predictive
accuracy of LES.

Identification of Coherent Structures. The primary coher-
ent structures for jets in crossflow~JICF! reported in the literature
are the counter-rotating vortex pair~CVP!, the horseshoe vortex,
the upright wake vortices, and the jet-shear layer vortices. Most of
these structures have been identified experimentally for normal
jets injected at high blowing ratios, and the flow structures have
been visualized using smoke-wire or dye-injection techniques
~Fric and Roshko@15#; Kelso et al.@16#!. There have been no
studies, either experimental or computational, that have reported
on the flow structures associated with an inclined jet injected into
a crossflow at a moderate blowing ratio. Since inclined jets are of
primary interest in film cooling, the present study attempts to
identify the key flow structures and their dynamics for an inclined
coolant jet at a moderate blowing ratio (M51.0).

To simplify the understanding of the unsteady dynamics, differ-
ent components of the vorticity field are presented at respective
projection planes in Figs. 5~a!–5~d!. The spanwise vorticity com-
ponentvz at Z/D50 shows shear layer or roller vortices~nega-
tive vorticity patches! along the leeward edge of coolant jet@Fig.
5~a!#. These roller vortices are shed regularly into the wake region
and are convected downstream. The origin of the roller vortices
appear to be linked to the corresponding boundary layer vorticity
exiting the coolant hole. Vorticity generated along the windward

surface of hole delivery tube is seen to be quickly dissipated. The
absence of such rib- or roller-shaped vortices at the windward
edge of the jet is primarily associated with the inclined jet injec-
tion, due to which the crossflow partially blocks the windward
portion of the jet vortex ring issuing out of the delivery tube
boundary layer. Note that no evidence of a horseshoe vortex is
seen upstream of the inclined jet. This is in contrast to the normal
jet injection studies~Fric and Roshko@15#, Muldoon and Acharya
@17#! where a horseshoe vortex pair was clearly generated imme-
diately upstream of the jet hole. Inclining the jet reduces the pres-
sure gradients immediately upstream of the hole exit that are re-
sponsible for the formation of the horseshoe vortex.

To visualize the upright vortices in the wake region, the vertical
componentvy is presented at a plane just above the surface
(Y/D50.01) in Fig. 5~b!. In the near-wake region, a symmetric
vortex pair, with opposite vorticity on either side of the centerline,
is observed. This is clearly in contrast with the wake of a bluff
body where the vortices are shed alternately on either side of the
centerline, and positive and negative vortices are shifted in the
streamwise direction relative to each other. Fric and Roshko@15#
attribute the origin of these wake upright vortices to the entrain-
ment and reorientation of the crossflow boundary layer in the
wake region. Further downstream, the wake vortices are less
organized, and seem to have spread outwards in the spanwise
direction.

The streamwise vorticity componentvx is presented atX/D
55 and 10@Figs. 5~c!–5~d!# to illustrate the development of the
counter-rotating vortex pair. This coherent structure persists in the
far field of the jet, and is the only dominant organized pattern that

Fig. 2 Comparison of predicted and measured „Lavrich and
Chiapetta †13‡… velocities at a blowing ratio MÄ0.5. „a… Stream-
wise component of velocity at ZÕDÄ0. „b… Vertical component
of velocity at ZÕDÄ0. „c… Spanwise component of velocity at
ZÕDÄ0.5.

Fig. 3 Comparison of predicted and measured „Lavrich and
Chiapetta †13‡… velocities at a blowing ratio MÄ1.0. „a… Stream-
wise component of velocity at ZÕDÄ0. „b… Vertical component
of velocity at ZÕDÄ0. „c… Spanwise component of velocity at
ZÕDÄ0.5.
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can be observed in the time-averaged mean velocity field. The
origin of the CVP is associated with the vorticity along the span-
wise edges of the exiting coolant jet boundary layer. Figures 5~c!
and 5~d! show that the instantaneous CVPs are somewhat asym-
metric in nature, and consist of patches of positive and negative
vorticity. When time averaged, a symmetric and organized CVP is
observed.

Despite the large body of literature dealing with JICF, there is
still no consensus on the generation mechanisms and evolutionary
dynamics of the coherent structures~Fric and Roshko@15#; Eiff
and Keffer @18#; Kelso et al.@16#; Blanchard et al.@19#!. In an
attempt to explain the flow physics better, coherent structures are
extracted here using positive isosurfaces of the Laplacian of the
pressure field~Wray and Hunt@20#; Tanaka and Kida@21#; Dubief
and Delcayre@22#!. Since the vortex cores are associated with
strong vorticity and local pressure minima, it can be readily
shown that positive surfaces of the Laplacian of pressure@p,kk
5(v iv i)/2–Si j Sji # can be used to identify coherent structures.
For incompressible flows,p,kk is also directly related to the sec-
ond invariant of the velocity gradient tensor. In Figs. 6 and 7, the
isosurface corresponding to a positive value of 0.7~of p,kk) is
plotted, and yields packets of hairpin coherent structures. There-
fore, a coherent hairpin structure is identified here as the primary
large-scale structure associated with the JICF. The evolution of
this hairpin structure can explain the dynamics of the coherent
eddies, and its structure projected on different planes can be re-
lated to the various vortical features observed in Fig. 5. Based on
the present simulations, it is our premise that the various struc-
tures identified in Fig. 5 are all related to the evolution, growth
and transport of the hairpin structures, and are not isolated, dis-
parate structures with individual origins.

To explain the morphological details of the hairpin coherent

structure, and its association with the various vortical structures
identified in Fig. 5, a single hairpin vortex structure is presented in
Fig. 6, along with several projected views and the corresponding
vorticity in the X-Z, Y-Z, andX-Y planes. Superimposed on the
hairpin structure are the velocity vectors atX/D55.7, and the
isosurface of helicity (5Uiv i) associated with the legs of hairpin
structure~shown as blue and red surfaces!. Although helicity is a
non-Galilean invariant property, it can be used to provide details
of the flow physics in inertial frames~as is the case with present

Fig. 4 Comparison of „a… predicted non-dimensional tempera-
ture with experimental data of Lavrich and Chiapetta †13‡ at M
Ä1.0 and „b… predicted centerline film-cooling effectiveness
„lines … with experimental data „symbols … of Sinha et al. †14‡ at
MÄ0.5

Fig. 5 „Color … Components of the instantaneous vorticity field
on different projection planes „MÄ1.0…

Fig. 6 „Color … Details of the flow field in the vicinity of a hair-
pin vortex „MÄ1.0…
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computation!. It provides the sense of rotation of fluid parcels as
they move along with streamlines. The streamwise CVP is clearly
associated with the horizontal legs~parallel to the surface! of hair-
pin structures. At almost all time instances, these legs are more or
less located at similar (Y, Z) coordinates at a specificX/D plane.
Therefore, time-averaging will distinctly capture the CVP as in
many experimental and steady RANS studies. The helicity con-
tour as well as the velocity vectors at theX/D55.7 plane clearly
define the CVP whose core is centered along the horizontal legs of
the hairpin. The CVP structure is also seen in thevx contours on
the projected plane atX/D55.7 ~front view!, where the two legs
of the hairpin structure are associated with streamwise vorticty of
the opposite sign, and these are somewhat asymmetric in nature as
seen in Fig. 5~c!.

In theXZ projection plane~normal to the vertical direction, top
view in Fig. 6!, the wall normal vorticity is clearly associated with
the upright legs of the hairpin structures. These upright legs are
therefore most likely to be representative of the wake vortices
observed in the flow visualization pictures of Fric and Roshko
@15# and Kelso et al.@16#. These upright leg structures are ori-
ented nearly parallel to theY-Z plane, and help explain the sym-
metric shedding of vortices in the jet wake seen in Fig. 5~b!. As
noted earlier, this behavior is in distinct contrast to the alternate
shedding of vortices behind a solid cylinder~or any bluff body!.
Note that these upright legs of the hairpin structures entrain flow
from the crossflow boundary layer as they rotate in a horizontal

plane normal to the surface. The entrained flow is then pulled
upwards along the hairpin structure. This observation of crossflow
entrainment and reorientation is consistent with the flow visual-
ization studies of Fric and Roshko@15#, who postulated this
mechanism to be the origin of the wake vortices. The present
simulations, however, reveal that the wake vortices are intrinsi-
cally related to the development of the hairpin structure, and the
crossflow entrainment and reorientation are a consequence of the
hairpin structure dynamics.

The train of roller vortices presented in Fig. 5~a! is also related
to the hairpin structure. In fact it represents the signature of the
heads of the various hairpin coherent structure packets in the wake
region ~see Fig. 7!. The side view and the superimposedvz con-
toursshown in Fig. 6 clearly show that the hairpin head is associ-
ated with strong negativevx whose values match those of the
roller vortices shown in Fig. 5~a!. The entrainment of the cross-
flow fluid around the head of hairpin structures is expected to be a
dominant contribution to the mixing processes in the wake region
~shown in Fig. 9!. Note that the velocity field induced by the arch
of the hairpin~head and upright legs! generates a backflow be-
tween the legs and below the head of the hairpin. This backflow
generated is the main mechanism associated with the velocity
deficit in the wake region of coolant jet.

From the observations made in Figs. 5 and 6, it is clear that the
structure and dynamics of the hairpin vortices can be used to
rationalize many of the reported observations on flow structures in
JICF. The hairpins are associated with Lagrangian disturbances
issuing out of the jet representing hairpin-shaped loci of local
pressure minima. The streamwise spacing of these disturbances
and the Strouhal frequency of shedding of hairpin vortices can be
related through the convection speed of these structures. The jet
fluid wraps around the head and and the streamwise-oriented legs
of these structures. The crossflow boundary layer is entrained by
the horizontal and upright legs of the hairpins and is lifted upright
~i.e., reoriented! around the upright legs of the hairpin structures.
The experimental visualizations and measurements reported in the
literature support the unified mechanism related to hairpin struc-
tures that has been discussed in this paper~Smith et al.@23#; Eiff
and Keffer@18#; Blanchard et al.@19#; Rivero et al.@24#; Camussi
et al. @25#; Fric and Roshko@15#; Kelso et al.@16#!.

Dynamics of the Hairpin Structures. Hairpin structures
evolve while convecting downstream in the wake region and con-
trol the entrainment and mixing of the crossflow fluid with the
injected coolant fluid. Hairpin structures entrain crossflow fluid
into the wake region of jet and can lead to the formation of ‘‘hot
spots’’ on the film-cooled surface. The surface temperature of the
adiabatic solid surface~at Y/D51.0) is a measure of the film-
cooling effectiveness. A time sequence of the coherent structures
superimposed on the corresponding surface temperature is shown
in Figs. 7~a!–7~e!. The coherent structures are represented as a
positive isosurface of the pressure Laplacian (50.7) while the
contours of the nondimensional temperature on the wall (Y/D
50) span the range from 1~red! to 0 ~blue!. Since the jet fluid is
heated in the present simulations, the wall temperature values can
be directly interpreted as cooling effectiveness~with 1 represent-
ing perfect coolant coverage and 0 representing no coverage!.

At t5t0 , five hairpin structures can be clearly identified~A–E!,
while hairpin structure F is in a nascent stage. Hairpins are labeled
alphabetically in the time sequence of their generation. Thus, the
last coherent structure in computational domain~exit plane;7D)
is labeled A and this convention is followed while identifying
successive hairpins located closer to the coolant hole exit. Also,
note that some of the hairpin structures~C and F! are not extracted
completely by a single value of the pressure Laplacian isosurface.
In examining the wall temperature values, low cooling effective-
ness can be seen immediately below hairpin D~and upstream of it,
which is obscured by the hairpins E and F! as evidenced by the
blue color~low film-cooling effectiveness! in this region. This is
associated with jet lift-off@see Figs. 8~a! and 8~b!# immediately
downstream of the coolant hole. However, it should be noted that

Fig. 7 „Color … Unsteady dynamics of coherent structures and
their influence on wall heat transfer at different time instants „a…
t 0 „arbitrary …, „b… t 0¿T, „c… t 0¿2T, „d… T0¿3T, and „e… t 0 at 4T.
The time gap T is equal to 300 time steps
„Ä1.5DÕUj…. Arrows are tracking hairpin E from one snapshot
to another „MÄ1.0….
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the horizontal legs of hairpin D are closer to the surface, and
provide higher cooling effectiveness. Further downstream~be-
neath hairpins A–C!, the coolant jet is attached to the surface, and
higher cooling effectiveness values are obtained in the entire jet
region.

At t5t01T, hairpin A has left the domain. The morphology of
hairpins B and C have changed, while hairpin D has grown in
size. Note that D in Fig. 8~b! is roughly at the same location as C
in Fig. 8~a!, but the cooling effectiveness at this spot is not exactly
the same at the two time instances, reflecting the unsteadiness in
the flow field. Further, as hairpin D traverses to the right, and
moves closer to the surface, cooling effectiveness below the hair-
pin increases and high effectiveness values can now be seen in the
core regions of the hairpin. Evidence of increased cooling effec-
tiveness generating beneath the legs of hairpin E and head of
hairpin F can now be seen. However, in the core regions of hairpin
E, the effectiveness is low. Hairpin F has developed further and is
followed by another hairpin G~at a nascent stage!.

At t5t012T, hairpin B has left the computational domain and
hairpin C has moved close to the exit plane. Hairpin D has grown
further in size and is associated with high cooling effectiveness.
Hairpin E has grown in size and convected downstream. The low
effectiveness region beneath it has not been ameliorated, although
there is evidence of increased film-cooling effectiveness below the
horizontal legs of hairpins E and F. Hairpin G has evolved to a
well-formed structure and is followed closely by hairpin H.

At t5t013T, hairpin C has left the computational domain.
Hairpin E has convected to the right and has grown in size. There
is evidence of increased cooling effectiveness below hairpin G
and is presumably due to the downward migration of the G hair-
pin at this time instance. The cooling effectiveness below G is
higher than the cooling effectiveness at this location at earlier time
instances, and is a reflection of a low-frequency unsteadiness as-
sociated with the evolution and transport of the hairpin structures.
In fact hairpin G appears to have lower effectiveness below it

compared to hairpin F. Hairpin H closely follows hairpin G and
there is another hairpin I forming around 1D downstream of the
coolant hole exit.

At t5t014T, hairpin D is at exit plane. The higher cooling
effectiveness associated with hairpin G in Fig. 7~d! appears to be
transported along with it in the next time instance@Fig. 7~e!#. Note
that hairpin H is now at the same location as G in Fig. 7~d!, but
has a lower cooling effectiveness. It is interesting to note that
generally large hairpins are followed by small hairpins that do not
grow in size ~there is evidence of a small ‘‘unlabeled’’ hairpin
between D and E in all time instances!. As explained earlier, large
hairpin structures can generate substantial backflow and create
velocity deficit in the wake region.

From Fig. 7, it can be clearly concluded that the cooling effec-
tiveness is intrinsically linked to the dynamics of the hairpin struc-
tures. When the hairpins are formed, high cooling effectiveness is
first seen below the horizontal legs of the hairpin structures. As
the hairpins convect downstream and move closer to the surface,
higher cooling effectiveness is also observed in the core regions of
the hairpin immediately below the roller vortices. The cooling
effectiveness on the surface does vary with time and is dictated
by the dynamics of the evolution and growth of the hairpin
structures.

Passive Scalar„Temperature… Mixing. The details of instan-
taneous temperature field are given at several projected planes of
the computational domain@Figs. 8~a!–8~d!#. The center plane cor-
responds toZ/D50.0 and shows the mixing of the main flow
~nondimensional temperature of 0! and the injected jet~nondimen-
sional temperature of 1!. The jet temperature drops rapidly in the
downstream direction, as it entrains and mixes with the crossflow.
The injected jet is lifted off the surface downstream of the injec-
tion, and there is crossflow fluid entrained beneath the jet. The
billows in the coolant–crossflow interface correspond to the heads
of hairpin coherent structures. The temperature distribution on the
wall is shown in Fig. 8~b!, and as noted earlier, this temperature
distribution also corresponds to the film-cooling effectiveness val-
ues. Again, an immediate decrease in film-cooling effectiveness is
seen just downstream of the jet injection and is due to the jet
lifting off the surface. Note that downstream of the jet injection,
high cooling effectiveness is first noticed along the spanwise
edges of the jet. This is associated with the horizontal legs of the
hairpin structures that are closer to the surface. Evidence of this
was presented in Fig. 7 earlier. The coolant jet is closer to the wall
at further downstream stations (X/D.5.0) leading to a recovery

Fig. 9 „Color … Details of the ‘‘mixing interface’’ created by the
hairpin coherent structure „MÄ1.0…

Fig. 8 „Color … Instantaneous non-dimensional temperature
field on different projection planes „MÄ1.0…
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in film-cooling effectiveness in the entire jet region. The instanta-
neous temperature distributions at twoX/D locations (X/D55
and 10! are shown in Fig. 8~d!, and reflect the vertical and lateral
penetration of the jet. The coolant jet is observed to have a well-
defined kidney-shaped structure with local maxima close to the
core of the CVP and large gradients near the crossflow-coolant
interface. The cross-plane mixing of scalars leads to the decrease
in scalar value in the core of coolant jet at stations farther down-
stream. Close to the surface, there seems to be lobelike extensions
of the CVP. These are associated with the enhanced scalar mixing
induced by the horizontal legs of the hairpin vortical structures.

To further investigate the mixing and entrainment process due
to a single hairpin structure, an isosurface of the scalar dissipation
rate (5Q ,kQ ,k) is extracted and plotted in Fig. 9. The value
(50.01) is chosen such that this isosurface~shown in red! forms
an envelope over a hairpin coherent structure~shown in gray!.
However, this measure of scalar dissipation rate does not account
for subgrid stirring and mixing of scalar field and should be
treated as a macroscale mixing measure~Southerland et al.@26#!.
Also the scaling factor@51/(Re Pr)# is omitted from the defini-
tion of the scalar dissipation rate since it does not change any
interpretation of the results.

The contour of the scalar dissipation isosurface clearly follows
the contour of the hairpin structure, indicating that scalar mixing
is strongly influenced by the entrainment and mixing across the
hairpin structures. The gradient of the scalar field (5Q ,i) is pre-
sented as vectors~representing heat flux vectors! on different pro-
jections of the hairpin structure. In the top view, these vectors are

seen to be directed toward the region beneath the head of hairpin
structure. Similarly, the vectors converge beneath the hairpin head
in the side view. Clearly, the direction of heat flux vectors indi-
cates that the heat flux is directed toward the core of the hairpin,
and that scalar mixing is enhanced beneath the head of hairpin and
between its upright legs. Absence of scalar gradients in the cross-
flow is observed in the front view representing a cross-stream
projection across the hairpin legs.

A control volume of the size of a hairpin coherent structure is
defined aroundX/D55 over the film-cooled surface. As packets
of hairpin structures convect through this control volume, they
deform the scalar-dissipation isosurface. The geometric properties
of this ‘‘mixing interface’’ are presented as a function of time in
Figs. 10~a!–10~d!. Different geometric properties such as the sur-
face area of mixing interface@Fig. 10~a!,# average curvature@Fig.
10~b!,# wrinkling of the interface@Fig. 10~c!,# and entrainment
across the interface@Fig. 10~d!# are evaluated~Geurts@27#!. The
surface area of the ‘‘mixing interface’’ increases whenever the
head of the hairpin structure is crossing through the fixed control
volume. Hairpin packets usually are formed as clusters with
smaller hairpins following large hairpin coherent structure and
there is generally some gap between such clusters~Fig. 7!. Such
clusters would lead to peaks and valleys in the surface area of the
‘‘mixing interface’’ with a local minimum between such clusters
@Fig. 10~a!.# Note that local peaks of the surface area diminish in
size as the hairpin cluster passes beneath this interface, suggesting
that growth of following hairpin vortices may be hindered by the
leading hairpin vortex in the cluster. The average curvature of this

Fig. 10 Relative change in geometric properties from their respective mean value over ob-
servation period. „a… Surface Area. „b… Average Curvature. „c… Wrinkling. „d… Entrainment
across the ‘‘mixing interface’’ versus time „MÄ1.0….
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surface~defined as the surface integral of local curvature! changes
substantially~from 275% to 175% of the mean value! during
this time interval corresponding to the passage of the hairpin vor-
tex. The event that corresponds to this change in curvature is the
relaxation of the ‘‘mixing interface’’ between two hairpin clusters
followed by its subsequent stretching by the following hairpin
cluster. The entrainment across this interface can be evaluated
approximately from the difference in flux contributions using the
surface integral over the control volume that encompasses the
‘‘mixing interface’’ around hairpin structures@This is simply a
result of the Gauss divergence theorem to evaluate surface integral
in a divergence-free~incompressible! flow field#. The change in
curvature is associated with the reversal of the entrainment pro-
cess across the interface@Fig. 10~d!.# Also, the entrainment
achieves a local maximum over the time interval between the
passage of the hairpin clusters. Wrinkling~defined as the surface
integral of absolute value of local curvature! is a relatively stable
geometric property~usually varies between210% to 110% of
average mean value!. It is a measure that is insensitive to ‘‘con-
vexity’’ or ‘‘concavity’’ of mixing interface and implies that this
interface maintains corrugations at almost all times. It is an im-
portant measure because small-scale mixing is insensitive to the
curvature of mixing fronts and depends only on the absolute value
of the curvature.

Conclusion
Large eddy simulations are performed for a simplified geometry

representing film-cooling of a gas turbine blade surface and simu-
lates an experimental study of Lavrich and Chiappetta@13#. The
following remarks summarize this study:

• Comparison of time-averaged LES predictions with experi-
mental data of Lavrich and Chiappetta@13# shows the adequacy of
the LES approach for film-cooling flows. Few discrepancies are
noted at stations farther downstream. Insufficient averaging of
time-dependent fields as well as the uncertainty associated with
boundary conditions can be regarded as the main reasons for these
deviations.

• Flow physics is explained in terms of components of vorticity
field on respective projection planes in the computational domain.
All previously reported vortical structures, i.e., CVP, roller vorti-
ces, and upright wake vortices are identified~Kelso et al.@16#;
Haven and Kurosaka@28#; Fric and Roshko@15#!. Jet boundary
layer vorticity is identified as the source of these vortices in the
inclined jet in crossflow.

• Coherent structure extraction from instantaneous three-
dimensional fields revealed packets of hairpin-shaped vortices in
the coolant jet. A unified perspective of previously reported vor-
tices on different projection planes in this flow field is presented in
terms of these basic hairpin coherent structures. The CVP is
shown to be associated with the legs of hairpin structure while
roller vortices are linked to the head of hairpin structures. The
upright legs are identified as the inception sites for wake vortices.
Experimental visualizations and different coherent structure ex-
traction techniques support this perspective~Smith et al.@23#; Eiff
and Keffer@18#; Blanchard et al.@19#; Rivero et al.@24#; Camussi
et al. @25#!.

• The dynamics of packets of hairpins in the wake region of
injected jet and their influence on the unsteady wall heat transfer
is presented. Generation of ‘‘hot spots’’ and their migration on the
film-cooled surface is associated with the entrainment due to hair-
pin structures. The transient behavior of wall heat transfer under
the influence of coherent structures reveals the inadequacy of any
steady state RANS simulation even if it matches time-averaged
film-cooling effectiveness.

• Several geometric properties such as surface area, average
curvature, and wrinkling of a ‘‘mixing interface’’ around hairpin
coherent structures are presented to illustrate and quantify their
impact on entrainment rates and mixing processes in the wake
region.

• Scalar field distribution on different projection planes of com-
putational domain revealed correspondence with large-scale co-
herent structures. Details of gradients of the scalar field around a
hairpin coherent structure showed the dynamical significance of
such large-scale vortices on the mixing process.
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Nomenclature

Ui 5 Filtered velocity field
p 5 Pressure field divided by constant density

t i j 5 Subgrid scale~SGS! stress tensor
qj 5 Subgrid scale~SGS! scalar flux vector
f i 5 Body force terms arising due to immersed boundary
Q 5 Nondimensional temperature

@Q5 (T2T`)/(Tj2T`)#
Tj 5 Coolant-jet temperature~dimensional!
T` 5 Crossflow temperature~dimensional!
F 5 Indicator function
n 5 Kinematic viscosity of fluid

Re 5 Reynolds number (5U`D/n)
Pr 5 Prandtl number (50.71)
D 5 Jet diameter
L 5 Coolant delivery tube length

M 5 Blowing ratio
SDR 5 Scalar dissipation rate (5Q ,kQ ,k)

X 5 Streamwise direction
Y 5 Vertical direction~normal to the film-cooled surface!
Z 5 Spanwise direction~periodic!
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Influence of Clocking and
Vane/Blade Spacing on the
Unsteady Surface Pressure
Loading for a Modern Stage and
One-Half Transonic Turbine
This paper describes pressure measurements obtained for a modern one and one-half
stage turbine. As part of the experimental effort, the position of the high-pressure turbine
(HPT) vane was clocked relative to the downstream low-pressure turbine (LPT) vane to
determine the influence of vane clocking on both the steady and unsteady pressure load-
ings on the LPT vane and the HPT blade. In addition, the axial location of the HPT vane
relative to the HPT blade was changed to investigate the combined influence of vane/
blade spacing and clocking on the unsteady pressure loading. Time-averaged and time-
accurate surface-pressure results are presented for several spanwise locations on the
vanes and blade. Results were obtained at four different HPT vane-clocking positions and
at two different vane/blade axial spacings for three (of the four) clocking positions. For
time-averaged results, the effect of clocking is small on the HPT blade and vane. The
influence of clocking on the transition ducts and the LPT vane is slightly greater (on the
order of 61%!. Reduced HPT vane/blade spacing has a larger effect than clocking on
the HPT vanes and blades~63%! depending upon the particular surface. Examining the
data at blade passing and the first fundamental frequency, the effect of spacing does not
produce a dramatic influence on the relative changes that occur between clocking posi-
tions. The results demonstrate that clocking and spacing effects on the surface pressure
loading are very complex and may introduce problems if the results of measurements or
analysis made at one span or location in the machine are extrapolated to other
sections.@DOI: 10.1115/1.1625398#

1 Introduction
The need for improved durability, reliability, maintainability,

and affordability for current and future propulsion systems has
motivated exploration of ways to significantly improve design
tools. The design tools of choice are generally simplifications of
much more exotic tools that have been shown to be ‘‘acceptably’’
valid. The rapid increase in computational capability, driven by
the ability to operate many computers in parallel, has significantly
reduced the real time required to obtain predictions for turboma-
chinery applications. This has challenged the experimentalists to
produce data sets that duplicate the design parameters to the great-
est degree possible. These data sets are then used for modeling,
code validation, and code development purposes.

Clocking ~or indexing! is the technique of locating a down-
stream vane~or blade! row in different circumferential positions
relative to an upstream row. It has been hypothesized in the lit-
erature@1–3# that clocking can increase performance by properly
placing the downstream airfoils in the wakes of the upstream air-
foils. Huber et al.@1# experimented with the Space Shuttle main
engine ~SSME! alternate turbopump design~ATD! at NASA’s
Marshal Space Flight Center~MSFC!. The ATD turbine is a dual-
stage machine with an equal number of blades and vanes in each
row ~54 vanes, 50 blades!. The rig was operated at the aerody-
namic design point and at off design conditions. At the design
point condition, the stage pressure ratio for the first stage turbine
was about 1.25 (PT, in /Ps,out) and the stage pressure ratio for the

combined two-stage turbine was about 1.42 (PT, in /PT,out), ac-
cording to Dunn and Haldeman@4#, who performed measurements
with a similar SSME turbopump design. Huber et al.@1# clocked
the upstream vane relative to the downstream vane in six circum-
ferential positions in order to arrive at their conclusions. They
determined the stage efficiency by measuring the inlet and exit
total pressures and temperatures, rotor speed, and torque. Using
this technique, efficiency gain of 0.8% was achieved by locating
the first-stage vane so that its wake would impinge the second-
stage vane’s leading edge. They also determined that the least
efficient location for the second vane was in the middle of the
passage. This finding was in agreement with the calculations per-
formed by Dorney and Sharma@3#, who also found that maximum
efficiency is obtained when the first-stage vane wake is aligned
with the leading edge of the second-stage vane. Compressors
blades and vanes can be clocked as well as turbines, as has been
shown by Dorney and Gundy-Burlet@5# and Barankiewicz and
Hathaway@6#. Hsu and Wo@7# use an experimental compressor in
a rotor/stator/rotor rig to demonstrate that clocking can reduce the
blade unsteady loading. More recently, Hummel@8# described the
results of a study looking at the flow field behind the rotor of a
transonic high-pressure turbine stage. The analysis used a two-
dimensional Navier-Stokes code and concentrated on the midspan
region downstream of the rotor. A slightly different investigation
was done by Reinmoller et al.@9# using a Fauvre-averaged
Navier-Stokes formulation coupled with experimental measure-
ments. In this case clocking variations of less than 1% were ob-
served both numerically and experimentally.

The drive to reduce weight and cost of gas turbine engines has
led to the reduction in the number of stages, reduced spacing
between blade rows, and more highly loaded airfoils. Single stage
high-pressure turbines are becoming a standard in the industry. As
a result, airfoil loading has increased, causing secondary flows
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and shocks that arise from transonic passage flows to become
more significant. This has also increased the potential for aerody-
namic losses. Because of these factors, vane-blade interaction has
become a concern in designing an efficient and durable machine.

One of the most widely used data sets for this type of analysis
~reported Refs.@10–13#! comes from a turbine stage designed by
Allison and then transitioned to researchers at Calspan Corpora-
tion ~now at The Ohio State University!. The stage is ideally de-
signed for code verification since it has three blades for every two
vanes. In addition, the stage can be made to easily operate at a
vane exit Mach number of 0.8 or 1.1 and the vane/blade spacing
was easily changed over the range from 20% to 60% of vane axial
chord by the simple insertion of axial spacers. Research in the
area of vane/blade spacing is also being done at the von Karman
Institute by Denos et al.@14#, which also includes trailing edge
injection from the high-pressure vane of a coolant flow being
compared with effects from rotational speed and axial spacing.
They find that coolant ejection and rotational speed do not effect
the magnitude of the unsteady pressure forces on the leading edge
of the rotor blade as much as axial spacing.

This measurement program was performed in close cooperation
with the people developing the advanced computing codes at Pratt
and Whitney and at the United Technologies Research Center as
indicated by previous publications of a portion of the experimen-
tal results associated with this work by Clark et al.@15#, Davis
et al. @16#, and Clark et al.@17#. This experimental program was
initiated to examine vane/blade interactions from various perspec-
tives. Time-averaged and time-resolved data~for both surface
pressures and heat flux! was examined under varying spacing/
clocking combinations and operating points. This paper deals spe-
cifically with clocking and vane/blade spacing effects on pressure
loadings at design speed.

Authors often present clocking results in terms of performance
gain or loss. As part of this study, the upstream and downstream
total pressure and total temperature rakes were used to obtain an
estimate of the influence of clocking on performance. However,
the results are inconclusive and are not pursued here. This may be
because the turbine is a transonic machine with a S-duct configu-
ration between the HPT rotor exit and the LPT vane entrance,
resulting in significant mixing out of the potential performance
effect, already a small variation. It is important to note that the
clocking and spacing results are discussed here for the first time
and were not reported in the earlier papers mentioned above. Heat
transfer results from this effort are presented in Krumanker et al.
@18#.

2 Experimental Rig and Methodology
The machine used for this study is an early design version of

the high-pressure stage of the PW6000 engine, at that time re-
ferred to as MTFE~mid-thrust family of engines!. It is a transonic,
stage and a one-half turbine designed so that many different as-
pects of the flow physics could be investigated experimentally and
thus used to calibrate computational codes. Clark et al.@15# used
results from this stage to study the applicability of airfoil scaling,
while Davis et al.@16# used the results to help in the calibration of
a major CFD code under development at Stanford University, and
Clark et al.@17# used the experimental results to redesign the HPT
vane. The instrumentation, its calibration, and data reduction tech-
niques used in this paper are important topics and are covered in
depth by Krumanaker@19#, but the key points are reproduced
below.

2.1 Experimental Facility and Model. The facility used to
perform this experiment was previously described in detail in
Dunn et al.@20#. Thus, only a brief summary will be given here.
Figure 1 is a sketch of the facility with a sample turbine stage. The
experiments described here were performed with the facility op-
erating in blowdown mode. That is, the copper diaphragms are
removed and the combined driver and the driven tubes@the entire
shock tube, 0.47-m~18.5-in.! diameter by 30.5-m~100-ft! long#

are pressurized with dry air to a predetermined pressure sufficient
to produce the desired pressure at the turbine inlet. Pressure val-
ues are selected to duplicate the design flow conditions. The de-
sign flow function (ẇAu/d), stage pressure ratio, and corrected
speed are duplicated. In order to initiate an experiment the turbine
is brought to approximately 98% of the desired physical speed in
the evacuated test section immediately after the shock tube has
been pressurized. A fast acting valve@0.254-m ~10-in.! sleeve
valve# initially separating the pressurized shock tube from the
evacuated expansion nozzle is then opened~opening time on the
order of 2 ms! to allow the test gas passage through the turbine
stage. Utilizing the facility in this manner provides more test time
than is available when operating in shock-tube mode and is sig-
nificantly less expensive. However, this comes at a cost of a re-
duced total temperature making heat flux measurements on the
low vane difficult. Thus, often the experiments are separated into
those that can be done in a blowdown mode~aerodynamic mea-
surements! and shock mode~heat-flux!.

The turbine stage is housed in a device located in the expansion
nozzle of the shock-tunnel facility as illustrated in Fig. 1. This
device consists of an inlet duct, an exit nozzle designed to govern
the flow through the turbine rig, a 200-channel slip ring to provide
an electrical path to the laboratory data acquisition system, and an
air motor drive system. A sketch of the stage and one-half turbine
used for these measurements is shown in Fig. 2. The turbine con-
figuration was 36 HPT vanes, 56 HPT blades, and 36 LPT vanes.
The change in axial spacing was accomplished by removing a
spacer located between the HPT vane and the HPT blade, as il-
lustrated in Fig. 2. Removing the spacer creates a 22% reduction
in axial gap between the HPT vane and HPT blade~from about
88% vane axial chord to about 69% vane axial chord!. The rotat-
ing system remains fixed in space while the vane row is moved
closer to the blade row. The axial distance between the HPT blade
row and the LPT vane remains the same for both experimental
conditions. The scale on the figure is intended to help orient the
reader to the relative axial position of pressure transducers noted
in various figures of the paper.

Surface-pressure measurements were performed for the shock-
tube runs and were shown to be identical to those obtained for the
blowdown runs. The time-averaged data comes directly from the

Fig. 1 Sketch of turbine stage located in OSU GTL shock
tunnel

Fig. 2 Axial flow path of turbine stage
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time-resolved data that was selected over one rotor revolution for
which the values of the nondimensional parameters of flow func-
tion, stage pressure ratio, and corrected speed most closely dupli-
cated the design values. The airfoils were highly loaded and the
experiments were operated at conditions that had no predicted
flow separation across the stage. For the clocking experimental
results presented, the HPT vane was clocked relative to the LPT
vane. Clocking position is based on the stacking axis of the HPT
vane, which is placed at top dead center of the rig. Each clock
position moves the stacking axis 2.5° counterclockwise. The spac-
ing between two stacking axes is 10° so that four clock positions
are needed to cover the entire vane passage. The axial spacing was
changed by removing the spacers shown in Fig. 2 and moving the
HPT vane row closer to the blade row. Results presented in this
paper are from the runs listed in Table 1. Runs 4, 5, 22, and 23
represent the design point. These runs were all at design corrected
speed, pressure ratio, and nominal spacing between the HPT vane
and blade with the HPT vane set at clock position 1~see Table 2;
the error bars represent the maximum variation over all runs!. For
the clocking runs at nominal spacing, there were two runs done at
each clocking position~other than position 2!.

The data in all cases are treated as time-resolved. The time-
average data presented represent a numerical average of the data
over a set time range~as opposed to some other low-frequency
response sensor!. The time-resolved data could be presented in
many different ways. This experiment was designed to look at the
unsteadiness effect on blade life, so the natural tendency is to
examine how the energy spectra vary for different key frequen-
cies. In this case, these frequencies are the fundamental and first
harmonic. However, one could use similar data to look at the
integral effect of how the fundamentals and harmonics combine to
change the shape and overall level of the unsteady envelope. This
type of interpretation is of particular interest when examining is-
sues related to film cooling and how overall cooling demands
might be reduced by clocking. This topic will not be addressed in
this paper due to length constraints, but will be the subject of
future work.

The paper is split into two major sections. The first deals spe-
cifically with clocking effects at the nominal spacing condition.
The second looks at the effects of reduced spacing. In both sec-
tions, there are subsections that present the time-averaged data

and time-resolved data. A general description of the data reduction
is given below, while specific details relevant to each section are
given as needed throughout the text.

2.2 Data Reduction and Error Analysis. Sections 3 and 4
of the paper~the nominal and reduced spacing data! have enough
common data presentation and reduction that it is appropriate to
examine these techniques together. The data are shown in six ba-
sic presentation styles or types:

a. Time-averaged surface pressure. For this case the pressure is
normalized by the total inlet pressure. All of this is done in a
time-accurate way, with the average being created over the
period used~generally one revolution of data!. No phase
lagging was done to account for different axial positions
~i.e., the total pressure measured by the rakes at timex was
taken to be the total pressure at all the sensor at timex,
where realistically one should account for the flow time re-
quired from the rakes to each sensor!. This error is much less
than the run-to-run variation, and removes a complicating
factor from the reduction process. Figures 3–6 are of this
type and are labeled on the ordinate as ‘‘Normalized Pres-
sure (PL /PTotal). ’’

b. Percent change from clock position 1 for time-averaged
data. Since small variations are examined, the changes be-
tween clock positions can best be seen by looking at the
time-averaged data for clock position 1@type ~a!#, and then
looking at the variation from this clock position for the other
clock positions. This provides both the general trend and the
variations that would not be possible if just the normalized
pressure data were plotted for all clock positions. This data
and the error propagation are discussed in more detail below.
Figures 7–9 are of this type and have ‘‘% Change from
Clock Position 1’’ on the ordinate.

c. Time-accurate data from FFTs. For the time-accurate data,
FFTs are performed to provide the amplitude as a function of
frequency. The actual data presented, while referred to as
FFTs, are really derived from a single-sided power spectrum.
A conversion has occurred so that the data represent the
peak value at a given frequency, as opposed to a more tra-
ditional RMS value. The data are also normalized by the
inlet total pressure. Put another way, these data are the
power spectrum~or normalized FFT! of type-~a! data. The
FFT is performed over the same time range as that for the
averaging, and runs at the same clock position were aver-
aged together. Where multiple runs were done at the same
clocking position, an uncertainty band was generated by cal-
culating the maximum run-to-run variation. The FFT data
were created using a Hamming window on the data selected
to reduce spectral leakage and an interpolation routine was
used to adjust the peak values to account for peaks, which
occurred between frequencies resolved by the FFT directly.
Only the amplitudes of the fundamental and first harmonic
frequencies are plotted. Figures 10–16 are of this type and
the ordinates are labeled as ‘‘FFT Peak Amplitudes~Normal-
ized byPtotal). ’’ As an example, in Fig. 10 clock position 4
has an amplitude peak for the fundamental frequency~blade
passing! of about 0.5% of the total inlet pressure at about
50% axial chord on the pressure side. The first harmonic
(23blade passing! has a value of about 0.25% for the same
clock position and gauge location.

d. Change due to clocking, time-accurate data. This is done to
demonstrate the difference between the clocking positions
for type-~c! data. This procedure takes the normalized FFT
data for clock position 1 and subtracts it from the other clock
positions. It is given as a percentage and is discussed below.
The error represents the maximum range in the experimental
variation of the normalized amplitude. Since these are nor-
malized FFT amplitudes, bothZ andDZ will be nondimen-
sional. Figures 17–19 are of this type and the ordinates are

Table 1 Vane Õblade interaction test matrix

Run
no.

Vane/blade
spacing

High vane clock
position

4 Nominal Pos. 1, no offset
5 Nominal Pos. 1, no offset
15 Nominal Pos. 2, 1/4 pitch
18 Nominal Pos. 4, 3/4 pitch
19 Nominal Pos. 4, 3/4 pitch
20 Nominal Pos. 3, 1/2 pitch
21 Nominal Pos. 3, 1/2 pitch
22 Nominal Pos. 1, no offset
23 Nominal Pos. 1, no offset
24 Closed Pos. 1, no offset
25 Closed Pos. 1, no offset
26 Closed Pos. 2, 1/4 pitch
27 Closed Pos. 2, 1/4 pitch
28 Closed Pos. 4, 3/4 pitch

Table 2 Design properties

Property Designed Measured

PTotal, inlet/Pstatic, exit 5.19 5.1760.7%
Corrected speed (rpm/K0.5) 421 415.761%
Nominal spacing~% vane axial chord! 88%
Reduced spacing~% vane axial chord! 69%
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labeled as ‘‘Change due to Clocking at Nominal Spacing
~%! ~Clocking positionX2Clocking position 1!.’’ This is
the time-accurate version of type-~b! data.

e. Change due to reduced spacing. This is used to show how
spacing affects the data and is for any given clocking posi-
tion, the nominal spacing data subtracted from the reduced
spacing normalized pressure, divided by the nominal spac-
ing data@or the percentage change in the type~a! data due to
spacing#. Figures 20–22 are of this type and have ordinates
of ‘‘% Variation ~Clock (X) Reduced–Clock (X) Nominal!/
Clock (X) Nominal!.’’ This is a similar method as was used
for type-~b! data.

f. Change due to spacing, time-accurate data. This is the same
as type-~d! data, except instead of comparing everything to
clock position 1, the comparisons are made for one clock
position at different spacings@such as in type~e!#. These are
shown in Figs. 23–29. The ordinates are labeled as ‘‘Change
due to Spacing~%! ~Reduced–Nominal, Clock Pos.X). ’’

Looking at the data set in a more general manner, the basic
figures are type~a! ~the normalized pressure! and type~c! ~the
normalized FFT data over the same time range!. The other figure
types are ways of presenting the change from one configuration to
another. The data are presented in this fashion, because the
changes are so small that the variation between the cases of inter-
est would be lost if data were just presented as types~a! and ~c!.
However, it is important to realize that types~b! and ~d!–~f! are
given in terms of percent change; the actual value has different
interpretations. For cases~b! and ~e!, the percentage change is
from the nominal condition. In cases~d! and~f! the data show the
change in the normalized FFT amplitudes due to changing condi-
tions. It is only listed as a percent change because the input vari-
able (PL /PTotal) can be listed as a percent of the total inlet pres-
sure. As a final note, Fig. 22, for example@type ~e!#, the scale of
64% represents the percentage of the nominal case that is being
changed, while in Fig. 24@type ~f!# the scale of62% represents
the percent change in the total inlet pressure in each of the inves-
tigated frequencies as the spacing is changed.

The uncertainty propagation is specific to each type of data,
although they clearly share similar roots. Several options were
available to examine the repeatability of the measurements. Since
four runs were available at the design point, the choice was made
to look at the maximum deviations from the averages for the
normalized pressure that were encountered over these runs for
individual sensor locations. Plotting these maximum deviations as
a percentage of reading and taking care to separate the positive
from the negative deviations yielded remarkably consistent num-
bers for specific sensor locations~HPT vane, HPT blade, LPT
vane, etc.! These variations were averaged to generate an ‘‘aver-
age variation’’ that was then used to create a range bar for the runs
that had only one or two repeat conditions. This method leads
towards a conservative estimate of the overall error for the runs.
This method seems properly robust in that the average maximum
positive and negative deviations tracked closely. Sensors were ex-
amined without regard to span location. The results are as follows:

HPT vane 62%
HPT blade 61.2%
LPT vane 60.8%
Outer transition duct 60.45%
Inner transition duct 60.42%

Based on these ranges, the uncertainty was propagated using the
following formulation for types~b! and ~d! data, where for type
~b! X5clock positionx, Y5clock position 1, and for type~d! X
5clock positionx reduced spacing,Y5clock positionx nominal
spacing.

Z5
Clockx2Clocky

Clocky
,

DZ5F S Clockx

Y D 2H S DClockx

Clockx
D 2

1S DClocky

Clocky
D 2J G

For cases where a change in the percent of a reading is presented
@cases~d! and ~f!#; the error propagation is shown below:

Z5Norm. FFT Ampi .Clock(x)2Norm. FFT AMPi ,Clock(1)8

Norm. FFT Amp5
FFT Peak Amp.

Time-Averaged Value
,

DZ5@$~DNorm. FFT AMPi .Clock(x)!
2

1~DNorm. FFT Ampi ,Clock(1)!
2%#.

3 Nominal Axial Spacing Data

3.1 Time-Averaged Results. The time-averaged data are
presented in terms of the normalized pressure, where the average
inlet total pressure is used as the normalizing parameter. The first
four plots show the nominal time-average data for different sec-
tions of the machine at the nominal spacing and at clocking posi-
tion 1. The range bars~which are hard to see at these scales!
represent the average maximum run-to-run variation, as experi-
enced for this subset of data. Figure 3 shows the time-averaged
data plotted for the HPT vane, HPT blade, and LPT vane at dif-
ferent sample spans~the high vane data at 50% does not have the
spatial resolution of the 10% data, so it is not shown!. This plot, as
well as Figs. 4–6, is designed to show how the average value
changes with position. It is important to note that the individual
run-to-run variations are quite small. Figure 4 shows the inner and

Fig. 3 Time-averaged normalized pressures, clocking position
1, for HPT vane, HPT blade, and LPT vane, various spans

Fig. 4 Time-averaged normalized pressures, clock position 1
inner and outer transition ducts
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outer transition ducts at representative circumferential positions.
The main point of interest is the relatively different pressure dis-
tribution as seen by the two surfaces. Figures 5 and 6 show the
variation that occurs at clocking position 1 with circumferential
position on the ducts. Each circumferential location is 1/4 of a
vane pitch from its predecessor. One can see that the effect of the
upstream wakes~rotor and vane! are more noticeable on the outer
transition duct close to the blade trailing edge, but damps out as
one moves axially downstream. For the inner transition duct the
difference is not as large as the outer ducts at the blade trailing
edge, but the difference seems to be more consistent as one travels
axially downstream.

The effect of the variation in clock position on the time-
averaged values for the HPT blade, LPT vane, and transition duct
are shown in Figs. 7–9@type ~b!#. Figure 7 for the midspan~50%
span! location illustrates that clock position of the LPT vane rela-
tive to the HPT vane has little influence on the time-averaged
pressure distributions for the HPT blade and the LPT vane. The
variations observed are of the same magnitude with the possible
exception being the LPT vane near the leading edge. The time-
average pressure distributions for 10% and 90% spans were also
analyzed and the result was consistent with that found at 50%
span. The results just noted were anticipated, since from the ro-
tor’s perspective, it is passing through all the high vane wakes
over a single revolution, no matter where the ‘‘first vane’’ is lo-
cated. When the high vane is clocked relative to the low vane one
might see some changes in the time-average pressures on the low
vane, but only if the rotor is not dominating the flow field.

The effect is not as clear-cut on the transition ducts where the
edge effects are more dominant and the rotor passing becomes
less important. Figures 8 and 9 show how the time-averaged val-

ues vary with circumferential position for different clock posi-
tions. One item to note is that for both the inner and outer transi-
tion ducts, clock position 4 is consistently a lower pressure
position than the other clock positions. On the outer duct, there is
not much change between clock positions 2 and 3~although they
are both higher than clock position 1!, once one moves away from
the rotor trailing edge~TE! ~the rotor TE is at about 3.4!. For the
inner duct ~Fig. 8! clock positions 2 and 3 still seem to yield
higher pressure than clock position 1, as was shown in the outer
transition duct. Unlike the outer duct, there appears to be a mea-
surable~although small! variation that occurs between clock po-
sitions 2 and 3 as one moves through the vane passage. This
shows the effect from the HPT vane wakes propagating through
the HPT blade and striking the downstream duct. The effect of

Fig. 5 Time-averaged normalized pressures for inner transi-
tion duct, clock position 1, various circumferential positions

Fig. 6 Time-averaged normalized pressures for outer transi-
tion duct, clock position 1, various circumferential positions

Fig. 7 Variation in normalized pressure due to clocking posi-
tion for HPT blade and LPT vane at 50% span

Fig. 8 Variation in normalized pressure due to clocking posi-
tion for the inner transition duct at various circumferential
positions

Fig. 9 Variation in normalized pressure due to clocking posi-
tion for the outer transition duct at various circumferential
positions
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clocking appears to be greater on this duct than that on the LPT
vane. Therefore, one would expect that effects due to clocking are
also a function of axial distance between the HPT vane and LPT
vane. Figure 9 presents the results of the pressure distribution on
the outer surface of the transition duct. Measurements were taken
at circular locations of 253.73, 256.23, 258.73, and 261.23°,
which correspond to changes in the vane passage~VP! of 0,
1/4VP, 1/2VP, and 3/4VP. Figure 9 shows that the effect from
clocking is not as great on the outer surface as it is on the inner
surface of the transition duct.

3.2 Time-Accurate Data for Nominal Spacing. The pre-
ceding section shows that the effects of clocking on the time-
averaged values are small, but discernable, throughout the ma-
chine. The main impact of the clocking is seen in the transition
duct. In this section, the unsteady nature of clocking changes is
investigated by looking at the data in the frequency domain. To
characterize the unsteadiness, both the fundamental and first har-
monic amplitudes will be presented. For the vane data, these were
taken at blade passing frequency, while for the blade data it was
done at vane passing frequencies. The actual levels of both the
fundamentals and the harmonics will be shown, since these show
how the levels change with position on the blade surface@Figs.
10–16, type~c!#. However, quantifying the effects due to clocking
is difficult with these plots, since the changes are small. In this
section, the differences between the clocking positions will also
be plotted for the LPT vane only@Figs. 17–19,~type ~d!#. The
equations for the error propagation were shown in Sec. 2.2.

3.2.1 High-Pressure Turbine Vane.High-pressure vane data
are presented in the clocking case to show a complete picture of
the interaction between the HPT vane and blade, although one
would expect the interaction to be small. Figure 10 shows the
fundamental and first harmonics for the HPT vane at 10% span.
The interesting point to note here is the relative equivalent size of
the fundamental and first harmonic over much of the airfoil. The
measures are all grouped within the range bars until one gets to
about 50% on the suction surface. At this point, the interaction
becomes confused and noisy~note the large bars on these mea-
surements!. Clocking effects would not be expected at these loca-
tions, and they are not observed given the range of measurements
at the trailing edge. At the trailing edge, the fundamentals and
harmonics have both grown, but in comparison to the HPT blade
leading edge~see Figs. 11 and 12!, these values are still about 2.5
times less in magnitude.

3.2.2 HPT Blade. Figures 11–13 illustrate the magnitude of
the fundamental and the first harmonic of the unsteady surface
pressure at 10%, 50%, and 90% span on the HPT blade. All of
these plots are on the same scale for ease of comparison. It is
difficult to pick out trends by simply looking at the results. Clock
position 2 has the lowest fundamental at 10% span by about 25%;
however, when one looks at the 90% span data, the results for this
clock position become the maximum. As is shown by the data
range bars, most of the variation observed from clocking is con-
tained within these bars, suggesting that if there is a clocking
effect, it is small when compared with the experimental data

Fig. 10 Normalized pressure fundamental and first harmonic
peaks, HPT vane at 10% span

Fig. 11 Normalized pressure fundamental and first harmonic
peaks, HPT blade at 10% span

Fig. 12 Normalized pressure fundamental and first harmonic
peaks, HPT blade at 50% span

Fig. 13 Normalized pressure fundamental and first harmonic
peaks, HPT blade at 90% span
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range. The fundamental on this HPT blade at 10% span was re-
ported by Clark et al.@15# to be the cause of the redesign of the
HPT vane for this turbine. What is perhaps more illustrative is the
variation in harmonic and fundamental amplitudes as a function of
span. At 50% span~Fig. 12!, there is not much difference in mag-
nitude between the fundamental and harmonic values along most
of the blade. In addition, the clocking variation seems tightly

bound; when compared to the 10% data~Fig. 11! or the 90% data
~Fig. 13! the results suggest that at each spanwise location, there
is a different clock position that has the peak magnitude for the
fundamental. At 50% span, sensor mortality at the110% x/bx
location makes determining the best clock position at that span
impossible, since data from only clock position one were ob-
tained. However, the single data point for110% x/bx and the

Fig. 14 Normalized pressure fundamental and first harmonic
peaks, LPT vane at 10% span

Fig. 15 Normalized pressure fundamental and first harmonic
peaks, LPT vane at 50% span

Fig. 16 Normalized pressure fundamental and first harmonic
peaks, LPT vane at 90% span

Fig. 17 Variation in normalized pressure fundamental and first
harmonic peaks due to clocking position for LPT vane at 10%
span

Fig. 18 Variation in normalized pressure fundamental and first
harmonic peaks due to clocking position for LPT vane at 50%
span

Fig. 19 Variation in normalized pressure fundamental and first
harmonic peaks due to clocking position for LPT vane at 90%
span
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remaining pressure transducers do show that the magnitudes at
50% span are almost the same as those at 10% span. At 90% span,
clock positions 3 and 4 have the lowest peak magnitudes, but the
magnitude is 60% of the value at 10% span. The results obtained
for the first harmonic also suggest that no single clock position
consistently reduces the magnitudes at each of the spanwise mea-
surement locations.

The results suggest a strong word of caution for those who are
arriving at conclusions regarding the ‘‘goodness’’ of clocking
based on measurements taken only at midspan. Results presented
here illustrate a great deal of dependence on span and the com-
plexities caused by the three-dimensional design of the airfoils.

3.2.3 Low-Pressure Turbine Vane.The frequency analysis is
presented for the LPT vane at 10%, 50%, and 90% span in Figs.
14–16. In the low-pressure vane, the variation due to clocking is
more noticeable due to several reasons. The first is that harmonic
analysis shows that for all spans the fundamental is stronger than
the harmonic with the exception being at the trailing edges. This
implies that the fundamental blade passing frequency is dominat-
ing the unsteady results. In addition, when comparing the size of
the fundamental on the low-pressure vane to the HPT blade, one
sees that the normalized amplitudes are of the same order at the
leading edges~about 0.03 on the vane to about 0.05 on the blade!.
However, referring to Fig. 3, one can see that the low-pressure
vane is about 3 times less in actual pressure level; thus the pro-
portional influence of the unsteadiness as a function of average
local level is greatest in the low-pressure vane. General trends
shown in the results for the fundamental obtained at 10%, 50%,
and 90% span suggest that clock position 4 has a marginally
higher level of unsteadiness. At 50% and 90% span, clock position
4 has the greatest peak magnitude, and at 10% span, it has the
second highest peak magnitude.

Review of the results for the amplitude of the first harmonics of
the pressure illustrates that clock position 2 clearly has the peak
amplitude at all spans. This is different from the results presented
for the HPT blade~see Figs. 11–13! that suggest clock position 2
could be the better position, but it may be the worst for the LPT
vane. In general, the amplitudes of the first harmonic are about
half of the fundamental, but could still be large enough to cause
difficulty if the frequency of the harmonic happened to coincide
with an excitation mode of the vane. Arguments could be made
for a couple of the clock positions being the optimum, based upon
results at selected spans.

Combining the results of the fundamental with those from the
first harmonics, a clear-cut ‘‘best clock position’’ is difficult to
find. However, what the results do illustrate is that trade-offs can
be made with clock position to reduce the amplitudes at different
spans of the vane. This is shown more clearly in Figs. 17–19,
where the same data have been plotted as a relative change from
clocking position 1. As one can see it is hard to make a claim of
an absolute best clocking position when all three major variables
~span, wetted distance, and harmonics! are considered.

4 Reduced Axial Spacing Data

4.1 Time-Average Data. In a manner similar to the time-
averaged data at the nominal spacing, Figs. 20 and 21 show, as
one would expect, that the effect of reducing the spacing by 22%
is small on the time-averaged values on the HPT vane and blade
with the exception of the vane trailing edge and the blade leading
edge. Figure 22 shows the effect on the low-pressure vane, which
as expected is much smaller than either the HPT vane or HPT
blade.

4.2 Time-Accurate Data for Reduced HPT VaneÕBlade
Spacing. The figures presented in this section illustrate percent-
age change in the magnitude of the fundamental and first har-
monic of the unsteady surface pressures as the spacing is reduced.
The data are presented in a manner similar to the changes shown
between clock positions in the preceding section.

4.2.1 HPT Vane and Blade.Figure 23 illustrates that the ef-
fect of spacing on the majority of the HPT vane at 10% span is
negligible. Only at the trailing edge does one see some action.
Figures 24–26 show that the effect of reducing spacing is not
uniform across the different HPT blade spans. At 10% span, all
the clocking positions have an increase in the fundamental value,
whereas at 50% span, all clocking positions seem to be relatively
unchanged~as compared to the 10% span!. The harmonics also
tend to be neutral to the spacing changes; no one position domi-
nates. Clock position 4 seems to have the best mitigating effect on
the blade overall.

4.2.2 LPT Vane. The results presented in this section illus-
trate the magnitude of the changes in the fundamental and first
harmonic of the unsteady surface pressure at 10%, 50%, and 90%
span on the LPT vane as the spacing is reduced. Figures 27–29

Fig. 20 Influence of reduced spacing on time-averaged nor-
malized pressure as a function of clock position for the HPT
vane

Fig. 21 Influence of reduced spacing on time-averaged nor-
malized pressure as a function of clock position for the HPT
blade

Fig. 22 Influence of reduced spacing on time-averaged nor-
malized pressure as a function of clock position for the LPT
vane
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suggest that the reduced spacing does not produce the same ef-
fects at each clock position for the fundamental. Examining the
harmonics one sees a random effect, one for which the nominal
and reduced spacing for each clock position intertwine and there
is not one offset from the other. While one might make a case for
clocking position 1 to reduce the fundamental on the blade, it
seems to be the worse position for the low-pressure vane and the
endwalls.

5 Conclusions
The results of these experiments suggest that the clocking po-

sition of the HPT vane has some effect on the time-averaged sur-
face pressure distributions for the transition duct and LPT vane. It
is also possible that reflections from the transition duct and/or the
LPT vane at different HPT vane clocking positions have an effect

Fig. 23 Variation in normalized pressure fundamental and first
harmonic peaks due to reduced HPT vane Õblade spacing for
HPT vane 10% span

Fig. 24 Variation in normalized pressure fundamental and first
harmonic peaks due to reduced HPT vane Õblade spacing for
HPT blade 10% span

Fig. 25 Variation in normalized pressure fundamental and first
harmonic peaks due to reduced HPT vane Õblade spacing for
HPT blade 50% span

Fig. 26 Variation in normalized pressure fundamental and first
harmonic peaks due to reduced HPT vane Õblade spacing for
HPT blade 90% span

Fig. 27 Variation in normalized pressure fundamental and first
harmonic peaks due to reduced HPT vane Õblade spacing for
LPT vane 10% span

Fig. 28 Variation in normalized pressure fundamental and first
harmonic peaks due to reduced HPT vane Õblade spacing for
LPT vane 50% span

Fig. 29 Variation in normalized pressure fundamental and first
harmonic peaks due to reduced HPT vane Õblade spacing for
LPT vane 90% span
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on the blade, but the effect is small and requires better resolution
of the blade data. For the time-accurate pressure distributions, the
effect is more apparent. In the time-accurate case, clocking shows
the largest effect on the transition duct and the LPT vane. The
effects are complex and suggest that it is difficult to select a single
clock position that lowers the unsteadiness over the entire airfoil.
The results suggest that there is no best clock position that uni-
formly reduces the unsteadiness on the transition duct or LPT
vane, and certainly not simultaneously for both the duct and the
vane. This can be verified by integrating the time-averaged pres-
sure data on the low-pressure vane as a function of clocking po-
sition. There are many ways to perform this operation, but in this
case the data were interpolated to fill in missing locations for the
three different spans and then the overall clocking effect was cre-
ated by integrating over the equal areas of the three different
spans. The results are shown in Fig. 30.

Figure 30 shows the variation due to clocking for each span by
subtracting the average for all clocking positions for that span.
This removes the65% bias that occurs due to the three-
dimensional effect across the spans but allows one to see the
differences due to clocking more clearly. At 10% span, clocking
position 2 has the highest pressure, whereas for 50% span, it is
clearly clock position 4. The overall effect~shown in black! shows
that clock position 3 has the highest pressure, but one can see that
the overall effect is much smaller than that shown at any of the
individual span locations. This once again shows that while the
effect at a span may be large, the overall effect is generally small
because the effect is different at each span, each favoring a dif-
ferent clocking location.

The results do illustrate that if there is a problem location on the
airfoil for which the amplitude of the unsteady surface pressure is
too great for the design, one alternative may be to employ clock-
ing to locally reduce the level of unsteadiness. The measurements
presented herein illustrated that the HPT vane design resulted in a
problem with the magnitude of the unsteadiness at 10% span on
the blade~Clark et al.@15#!, which ultimately required a redesign.

Many very complex interactions occur, which cause a change of
the spacing to influence the potential change caused by changing
the clock positions. Reduced spacing does not have the same ef-
fect on the first harmonic of the unsteady surface pressure as it
does on the fundamental. It has been demonstrated here that it
may have the opposite effect. Reduced spacing increased the peak
magnitudes of the fundamental by up to 30%, while the magni-
tude of the first harmonics was decreased by up to 30%.

Another important observation is that the effects at 50% span
are significantly different from those at 10% and 90% span for the
three-dimensional airfoils used in this study. Therefore, it would
be an unwise decision to simply do a computational analysis at

50% span and extrapolate it to 10% and 90% spans. These
measurements suggest that when the designer is determining the
stage configuration, attention to all contributing factors must be
assessed.
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Nomenclature

HPT 5 high-pressure turbine
LPT 5 low-pressure turbine
CFD 5 computational fluid dynamics
FFT 5 fast Fourier transformation

x 5 axial distance
bx 5 airfoil axial chord
Ps 5 static pressure
PL 5 local static pressure
Pt 5 total pressure
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Passive Flow Control on
Low-Pressure Turbine Airfoils
Two-dimensional rectangular bars have been used in an experimental study to control
boundary layer transition and reattachment under low-pressure turbine conditions. Cases
with Reynolds numbers (Re) ranging from 25,000 to 300,000 (based on suction surface
length and exit velocity) have been considered at low (0.5%) and high (8.5% inlet)
free-stream turbulence levels. Three different bars were considered, with heights ranging
from 0.2% to 0.7% of suction surface length. Mean and fluctuating velocity and intermit-
tency profiles are presented and compared to results of baseline cases from a previous
study. Bar performance depends on the bar height and the location of the bar trailing
edge. Bars located near the suction surface velocity maximum are most effective. Large
bars trip the boundary layer to turbulent and prevent separation, but create unnecessarily
high losses. Somewhat smaller bars had no immediate detectable effect on the boundary
layer, but introduced small disturbances that caused transition and reattachment to move
upstream from their locations in the corresponding baseline case. The smaller bars were
effective under both high and low free-stream turbulence conditions, indicating that the
high free-stream turbulence transition is not simply a bypass transition induced by the
free stream. Losses appear to be minimized when a small separation bubble is present, so
long as reattachment begins far enough upstream for the boundary layer to recover from
the separation. Correlations for determining optimal bar height are presented. The bars
appear to provide a simple and effective means of passive flow control. Bars that are large
enough to induce reattachment at low Re, however, cause higher losses at the highest Re.
Some compromise would, therefore, be needed when choosing a bar height for best over-
all performance.@DOI: 10.1115/1.1626685#

Introduction
Modern low-pressure turbine~LPT! airfoils are subject to in-

creasingly stronger pressure gradients as designers impose higher
loading in an effort to improve efficiency and lower cost by re-
ducing the number of airfoils in an engine. If the adverse pressure
gradient on the suction side of these airfoils becomes strong
enough, the boundary layer will separate. Separation bubbles, par-
ticularly those that fail to reattach, can result in a significant loss
of lift and a subsequent degradation of engine efficiency~e.g.,
Hourmouziadis@1#, Mayle @2#, and Sharma et al.@3#!. The prob-
lem is particularly relevant in aircraft engines. Airfoils optimized
to produce maximum power under takeoff conditions may still
experience boundary layer separation at cruise conditions, due to
the thinner air and lower Reynolds numbers at altitude. A compo-
nent efficiency drop of 2% may occur between takeoff and cruise
conditions in large commercial transport engines, and the differ-
ence could be as large as 7% in smaller engines operating at
higher altitudes. Component life may also be affected by more
than an order of magnitude~Hodson@4#!. Because the LPT pro-
duces the bulk of the net power in many engines, changes in its
component efficiency can result in nearly equal changes in overall
engine efficiency~Wisler @5#!. There are several sources for losses
in an engine, including secondary flows, but the suction side
boundary layer has been identified as the primary source of losses
in the LPT ~Curtis et al.@6#!. Prediction and control of suction
side separation, without sacrifice of the benefits of higher loading,
are therefore, necessary for improved engine design.

Separation on LPT airfoils is complicated by boundary layer
transition. Turbulent boundary layers are much more resistant to
separation than laminar boundary layers. If transition occurs far
enough upstream, it can prevent separation. If transition occurs in
the shear layer over a separation bubble, it will tend to induce

boundary layer reattachment. The lower the Reynolds number, the
farther downstream transition will tend to occur and hence the
problems associated with performance at altitude.

Separated flow transition has been studied extensively, and in
recent years several studies have focused on transition in the LPT.
Volino @7# provides a review of much of that work. Separation can
be affected through naturally occurring phenomena in an engine
and through deliberate attempts at flow control. Several studies
have shown that high free-stream turbulence intensity~FSTI!
tends to cause the transition to move upstream, resulting in a
smaller separation bubble. Reducing the separation bubble size
tends to result in thinner boundary layers after reattachment,
thereby reducing losses. Moving the transition upstream, however,
results in a longer turbulent region on the airfoil, which tends to
increase losses. Volino@7# showed that the net result of these
competing effects depends on the Reynolds number. High FSTI
tends to reduce losses at low Re. At high Re, where separation
bubbles are relatively small even with low FSTI, high FSTI re-
sults in higher losses. At very low Re, boundary layers may fail to
reattach even with high FSTI~e.g., Volino @7# and Van Treuren
et al. @8#!. Unsteadiness caused by wakes generated upstream of
an airfoil has been shown in several studies~e.g., Howell et al.
@9#! to reduce the extent of separation bubbles and reduce losses.
As with elevated FSTI, wake unsteadiness is most effective at
reducing losses at lower Re, where the steady flow separation
bubbles are largest. Stadtmu¨ller et al. @10# found that at high Re,
losses were higher with wakes than in steady flow.

Existing results suggest that separation bubbles should be kept
small, but without producing an unnecessarily long turbulent re-
gion. Hourmouziadis@1# discussed ‘‘controlled diffusion blad-
ing,’’ in which an airfoil is designed so that a small separation
bubble is present. The bubble itself is not thick enough to produce
high losses, and its presence allows a shorter turbulent region near
the trailing edge. This idea is discussed below in conjunction with
the present results.

Capitalizing on the beneficial effects of unsteady wakes, How-
ell et al. @9# and Brunner et al.@11# studied airfoils modified for
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higher lift. Losses increased with airfoil loading, as adverse pres-
sure gradients became stronger and separation bubbles became
larger. With wake passing, however, the magnitude of the loss
increase was in some cases relatively small compared to the in-
crease in lift. Aft loaded airfoils tended to have lower losses, since
separation and transition occurred closer to the trailing edge, re-
sulting in a shorter turbulent region.

While high FSTI and wakes help to mitigate separated flow
problems, they clearly do not solve all problems, as evidenced by
the known efficiency drop in modern engines at altitude. Howell
et al. @9# indicated that their highly loaded airfoils might be close
to a limit, and that higher loading could cause unacceptable sepa-
ration problems even in the presence of wakes. Looking beyond
FSTI and wakes, other types of flow control could prove useful.
The literature contains numerous examples of separation control.
Most have been applied to external flows over aircraft, but a few
studies have considered passive devices added to LPT airfoils.
Van Treuren et al.@8# utilized vortex generators on the suction
surface of an LPT airfoil. The vortex generators caused reattach-
ment at Re550,000~all Re in the present paper are based on exit
velocity and suction surface length!. Losses appeared to be
slightly lower with the vortex generators. The vortex generators
were not effective at Re525,000, and the boundary layer did not
reattach even with 8% FSTI. Van Treuren et al.@8# did not con-
sider higher Re. In another study, Lake et al.@12# used various
passive devices including dimples and boundary layer trips in an
LPT cascade. They considered cases with Re above 100,000. Mu-
rawski and Vafai@13# added extensions to the trailing edges of the
airfoils in their cascade. These extensions tended to move the
separation location downstream. At low Re, they reduced the
length of the separation bubble and reduced losses. At high Re,
losses increased. Byerley et al.@14# used ‘‘Gurney flaps’’ to con-
trol separation. These devices were trips, near the trailing edge on
the pressure side of the airfoils. They helped to keep the boundary
layer attached on the suction side, but also increased losses in the
cascade. Active separation control has also been employed. Bons
et al. @15,16# used steady and pulsed vortex generator jets to suc-
cessfully control separation under LPT conditions.

The studies listed above indicate that separation control should
be possible under LPT conditions. Existing results are, however,
limited both in the range of Reynolds numbers considered in each
study and in the types of data acquired. More experiments are
needed with various types of devices to expand the experimental
data base. Detailed measurements will also help in the explanation
of the physical mechanisms by which various devices affect the
flow.

Passive flow control is considered in the present work. Thin
bars of rectangular cross section are placed on the suction surface
of an LPT airfoil near the suction surface velocity peak. Experi-
ments were conducted in a single-passage cascade simulator, de-
scribed in Volino@7#. The geometry of the passage corresponds to
that of the ‘‘Pak-B’’ airfoil, which is an industry supplied research
airfoil that is representative of a modern, aggressive LPT design.
Volino @7# documented cases in the present facility without flow
control. These serve as baseline cases for the present study.

Experiments
Experiments were conducted in a low speed wind tunnel, de-

scribed by Volino et al.@17#. Briefly, air enters through blowers
and passes through a honeycomb, a series of screens, two settling

chambers, and a three-dimensional contraction before entering the
test section. At the exit of the contraction, the mean velocity is
uniform to within 1%. The FSTI is 0.5%60.05%. Nearly all of
this free-stream ‘‘turbulence’’ is actually streamwise unsteadiness
at frequencies below 20 Hz and is not associated with turbulent
eddies. The rms intensities of the three components of the un-
steadiness are 0.7%, 0.2%, and 0.2% in the streamwise, pitchwise,
and spanwise directions, respectively. For low-FSTI cases, the test
section immediately follows the contraction. For high FSTI, a
passive grid is installed at the contraction exit followed by a 1-m-
long rectangular settling chamber. At the inlet to the test section
the high-FSTI mean flow and turbulence are spatially uniform to
within 3% and 6%, respectively. The free-stream turbulence is
nearly isotropic with rms intensities of 8.8%, 8.9%, and 8.3% in
the streamise, pitchwise, and spanwise directions. The integral
length scales of these components are 3 cm, 1.6 cm and 1.4 cm.
The integral scales were computed from the power spectra of each
component.

The test section, shown in Fig. 1, consists of the passage be-
tween two airfoils. Details are listed in Table 1 and more infor-
mation is available in Ref.@7#. A large span-to-chord ratio of 4.3
was chosen to ensure two-dimensional flow at the spanwise cen-
terline of the airfoils, where all measurements were made. Up-
stream of each airfoil are flaps, which control the amount of bleed
air allowed to escape from the passage. The flaps, along with a
tailboard on the pressure side of the passage, are adjusted to pro-
duce the correct leading edge flow and pressure gradient along the
airfoils. The flow in the passage matches that in a multiblade
cascade.

Experimental conditions match those of the ten baseline cases
of Volino @7#, who considered high- and low-FSTI cases at five
Reynolds numbers~Re525,000, 50,000, 100,000, 200,000, and
300,000!. The Reynolds number range is representative of condi-

Fig. 1 Schematic of the test section

Table 1 Test section parameters

Axial
chord
~mm!

True
chord
~mm!

Pitch
~mm!

Span
~mm!

Suction
side,Ls
~mm!

Inlet
flow
angle

Exit
flow
angle

153.6 170.4 136.0 660.4 228.6 35° 60°
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tions from cruise to takeoff. The FSTI levels in an engine may
vary considerably, but the values in the present work are believed
to span the range of most interest.

Prior to the detailed experiments of the present study, various
devices were used in preliminary attempts at flow control. The
devices included trip wires of various diameters, rectangular bars
of various widths and thicknesses, and delta wing vortex genera-
tors of various heights, spacing, and angles with respect to the
flow. All of these devices were tried at several streamwise loca-
tions along the suction surface. Documentation included stream-
wise pressure profiles and velocity profiles acquired near the trail-
ing edge. Large devices of any type eliminated separation~as
indicated by the pressure profiles!, but caused large increases in

losses~as indicated by large increases in momentum deficit at the
trailing edge!. As the size of the devices was reduced, it was found
that all devices that were just large enough to induce boundary
layer reattachment at Re525,000 caused about the same increase
in losses at higher Re. This was somewhat unexpected, as it was
thought that the delta wings vortex generators might present less
blockage, and more effectively promote mixing and inhibit sepa-
ration than the trips or bars. Reasons for this unexpected finding
are discussed with the results below. Since no device appeared to
have a clear advantage, rectangular bars were chosen for further
study because of their simplicity. The bars were of uniform rect-
angular cross section and extended along the airfoil span, as
shown in Fig. 2. It should be noted that the tests described above
were not exhaustive, and do not preclude the possible usefulness
of vortex generators or other types of devices.

The results of the preliminary tests with the bars indicated that
the streamwise width of a bar and the location of its leading edge
were unimportant. The bar height and the location of its trailing
edge were critical. Hence, it appeared that the backward-facing
step at the trailing edge was most important for flow control. Bars
were most effective when the trailing edge was near the location
of the suction surface velocity peak. If the trailing edge was much
farther downstream, it was located under the separation bubble
and was ineffective. If the trailing edge was upstream in the fa-
vorable pressure gradient region, the stabilizing effect of the ac-
celerating flow appeared to lessen the bar’s effectiveness.

In the present study, rectangular bars were fabricated from mul-
tiple layers of vinyl tape. The trailing edge of the bar was located
at s/Ls50.51, near the suction surface velocity peak. All bars
were 6 mm wide in the streamwise direction. Bar heights of 0.4
mm, 0.8 mm, and 1.6 mm were used. The bar heights were all less
than 1% ofLs . They compare to local boundary layer thickness at
the bar location of about 3.8 mm, 2.7 mm, 2.0 mm, 1.4 mm, and
1.2 mm in the baseline Re525,000 through 300,000 cases, respec-
tively. For each bar height, all 10 cases of the baseline study were
redocumented, for a total of 30 new experimental cases.

Measurements. Pressure surveys were made for each case
using a pressure transducer~0–870 Pa range Validyne transducer!
and a Scanivalve. Stagnation pressure was measured with a pitot
tube upstream of the passage inlet, and 11 pressure taps were
located on each airfoil along their spanwise centerlines. Locations
of the taps on the suction side are listed in Table 2 along with
measured local FSTI components, and the ReK product at these
stations based on a nonseparating, inviscid solution. The uncer-
tainty in the suction side pressure coefficients was 7% at the low-
est Re, and below 4% in other cases. Most of this uncertainty was
due to bias error. Stochastic error was minimized by averaging
pressure transducer readings over a 10-s period.

Velocity profiles on the suction surface were measured at
streamwise stations corresponding to pressure taps 7–11, as given

Fig. 2 Scale drawing of suction side airfoil showing location
of bar

Table 2 Measurement stations locations, local acceleration „inviscid solution …, and measured
local free-stream turbulence

Station s/Ls ReK

Low
FSTI

u8/U`
~%!

Low
FSTI

v8/U`
~%!

High
FSTI

u8/U`
~%!

High
FSTI

v8/U`
~%!

1 0.111 1.58 0.44 5.2
2 0.194 1.20 0.39 4.6
3 0.278 0.86 0.37 4.0
4 0.361 0.75 0.38 3.5
5 0.444 0.62 0.39 3.2
6 0.528 20.02 0.41 2.8
7 0.611 20.81 0.47 0.05 2.9 5.9
8 0.694 20.95 0.47 0.12 3.0 6.2
9 0.777 20.58 0.48 0.14 3.4 6.6

10 0.861 20.53 0.54 0.11 3.8 6.8
11 0.944 20.18 0.51 0.11 4.0 6.8
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in Table 2. These stations are downstream of the bar. Profiles at
stations 1–6 are fully documented for the baseline cases in Refs.
@7,18#, and show that the upstream boundary layer closely follows
a laminar solution, even in the high-FSTI cases. Profiles were
measured near but not at the spanwise centerline of the airfoil to
insure that the pressure taps did not interfere with the velocity
measurements. Profiles were acquired with a hot-wire anemom-
eter ~AA Lab Systems model AN-1003! and a single-sensor
boundary layer probe~TSI model 1218-T1.5!. The sensor diam-
eter is 3.8mm, and the active length is 1.27 mm. At each mea-
surement location, data were acquired for 26 s at a 20-kHz sam-
pling rate (219 samples!. All raw data were saved. The high
sampling rate provides an essentially continuous signal, which is
needed for intermittency and spectral postprocessing. The long
sampling time results in low uncertainty in both statistical and
spectral quantities. Data were acquired at 60 wall normal locations
in each profile, extending from the wall to the free stream, with
most points concentrated in the near-wall region. The closest point
was within 0.1 mm of the wall, which corresponds toy/Ls
50.0004 and between 0.01 and 0.2 boundary layer thicknesses.
Flow direction in a separation bubble cannot be determined with a
single-sensor hot-wire, but velocity magnitude can be measured
and was found to be essentially zero within the bubbles of the
present cases. Determining the direction was not, therefore, con-
sidered essential. Uncertainties in the mean velocity are 3–5%
except in the very near wall region where near-wall corrections
~Wills @19#! were applied to the mean velocity. Uncertainties in
the momentum and displacement thicknesses computed from the
mean profiles are 10%. Uncertainty in the shape factor,H, is 8%.

The uncertainty in the fluctuating streamwise velocity is below
10%, except in the very-near-wall region, where spatial averaging
effects, due to the finite length of the hot-wire sensor, become
important in some cases. For the present cases, as explained by
Volino @7# based on the work of Ligrani and Bradshaw@20,21#,
spatial averaging should not be significant for the Re525,000 and
50,000 cases, even near the wall. For the higher Re cases, spatial
averaging should not be significant fory.1 mm (y/Ls.0.004),
but may cause errors as high as 30% closer to the wall. It is not
certain that the errors are this large, however. The estimates are
based on the results of Ligrani and Bradshaw@20,21#, who con-
sidered a boundary layer with Reu52600. The momentum thick-
ness Reynolds numbers in the present cases are all below 1300.
This may indicate less developed turbulence in the present study,
which could imply fewer small-scale eddies and lower averaging
errors.

The intermittency,g, is the fraction of time the flow is turbulent
within the transition region. It was determined at each measure-
ment location based on the instantaneous streamwise velocity sig-
nal, using the technique described by Volino et al.@17#. The un-
certainty ing is 10%. As explained by Volino et al.@17#, turbulent
flow is defined here to include a range of large- and small-scale
eddies, turbulence production, and dissipation. A boundary layer
may be characterized by significantu8 fluctuations but still be
nonturbulent if these fluctuations are induced by an external
source that does not also cause near-wall turbulence production.
Such is often the case under high-FSTI conditions. Free-stream
eddies buffet the boundary layer, inducing nonturbulent boundary
layer fluctuations but very little momentum transport. Transition
to turbulence is characterized not so much by large increases inu8
levels, which may remain essentially constant, but by the appear-
ance of higher frequencies. The higher frequencies signal the gen-
eration of turbulence in the near-wall region and are used to dis-
tinguish between turbulent and nonturbulent flow. Further
discussion is available in Ref.@17#.

Results

Velocity and Pressure Profiles. Pressure coefficients for the
low-FSTI, Re525,000 cases are shown in Fig. 3. Also shown is
the inviscid solution for the present geometry. In all cases there is

good agreement with the inviscid solution on the pressure side.
On the suction side, the baseline case shows good agreement with
the inviscid solution in the favorable pressure gradient region, but
a large separation bubble in the adverse pressure gradient region.
Separation is indicated by the nearly constantCp values, which
are well above the invisid solution. TheCp values remain high to
the trailing edge, showing no sign of reattachment. With the 0.4-
mm-thick bar, there is an increase inCp over the baseline value at
s/Ls50.53. The pressure tap at this location is immediately down-
stream of the bar, and the flow over the tap is probably affected by
the close proximity of the bar. TheCp values in this case remain
high to the trailing edge, indicating that the boundary layer does
not reattach. The same is true for the 0.8-mm bar case. With the
1.6-mm bar,Cp drops below the baseline values near the end of
the favorable pressure gradient region. The larger bar is apparently
enough of an obstruction to slow the near-wall flow upstream of
the bar. Downstream of the 1.6-mm bar,Cp values are high, as in
the other cases, but at the most downstream pressure tapCp drops
to near the inviscid solution value, indicating boundary layer re-
attachment.

The velocity profiles for the low-FSTI, Re525,000 cases are
shown in Fig. 4. The top row of the figure shows dimensionless
mean velocity profiles at stations 7–11. The baseline case shows a
boundary layer near separation at station 7, a small separation
bubble at station 8, and an increasingly larger bubble at stations
9–11. The mean profiles of the 0.4-mm and 0.8-mm bar cases are

Fig. 3 Cp profiles, low FSTI, Re Ä25,000 cases

Fig. 4 Station 7–11 profiles, low FSTI, Re Ä25,000 cases: „a…
mean velocity, „b… u 8, „c… intermittency
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virtually indistinguishable from the baseline case. The 1.6-mm bar
case shows a clear separation bubble at station 7, suggesting that
the boundary layer has separated from the trailing edge of the bar.
This bubble continues to grow, and at station 8 the separation
bubble is larger with the 1.6-mm bar than in the other cases. At
station 9 all cases appear similar. This agreement is really a cross-
ing, as the shear layer in the 1.6-mm bar case is on the verge of
reattaching, while the separation bubble is growing in the other
cases. At station 10, the near-wall velocity in the 1.6-mm bar case
has begun to rise, indicating incipient reattachment. By station 11,
the boundary layer has clearly reattached in the 1.6-mm bar case,
although the mean profile has not recovered to a fully developed
turbulent shape. Dimensionlessu8 profiles are shown in the sec-
ond row of Fig. 4. As with the mean profiles, the baseline case and
the 0.4-mm and 0.8-mm bar cases are indistinguishable through
station 10. All show a smallu8 peak growing in the shear layer
over the separation bubble. As explained by Volino@7,18#, this
peak is not indicative of transition. It is caused primarily by low-
frequency fluctuations that are amplified when they act across the
region of high mean velocity gradient in the shear layer. At station
11, there is a slight increase inu8 in the 0.8-mm bar case over the
baseline case, and the high values extend into the near-wall re-
gion. These near-wall fluctuations suggest the beginning of tran-
sition and reattachment, but they are not large enough in this case
to significantly affect the mean profile. The 1.6-mm bar case
shows a largeru8 peak than the other cases at stations 7 and 8.
The peak is in the shear layer and is similar to the peaks at stations
9 and 10 of the other cases. It does not indicate transition. The
peak becomes larger at station 9, and extends into the near-wall
region, which is a sign of incipient transition. By station 10u8 is
much larger with a clear double peak. This rise inu8 corresponds
to the beginning of reattachment observed in the mean profile. The
third row of Fig. 4 shows the local intermittency. Its is zero in all
cases through station 9, but begins to rise at stations 10 and 11 of
the 1.6-mm bar case. The intermittency peak is in the shear layer,
indicating that this is where transition begins. Intermittency only
reaches about 13% at station 11. This is consistent with the mean
velocity profile, which shows the boundary layer is reattached but
not yet a fully developed turbulent profile. As the turbulence is
intermittent, it is likely that the boundary layer is only intermit-
tently reattached. The highu8 peak at station 11 is also consistent
with a transitional boundary layer. As a boundary layer becomes
fully turbulent, the dimensionlessu8 peak will decrease in mag-
nitude to about 0.1, and move close to the wall.

The behavior in the 1.6-mm bar case is interesting. The bar was
not large enough to immediately trip the boundary layer to turbu-
lent, but it did move the separation point upstream. This caused
the transition to move upstream, and led to at least a partial reat-
tachment by the trailing edge, which did not occur in the other
cases. The 0.8-mm bar trip case is also very interesting. The bar in
this case was so small that it had no immediate measurable affect
on the mean oru8 profiles. Well downstream at station 11, how-
ever, the effect of this bar became visible in theu8 profile. Ap-
parently this bar introduced a very small disturbance in the flow,
which was too small to detect at first, but grew as it moved down-
stream.

The velocity profiles of Fig. 4 and the pressure profiles of Fig.
3 are in good agreement. Both show transition and reattachment at
the same locations, and the measured static pressures agree with
the local free-stream velocities of Fig. 4. The agreement between
the pressure and velocity results was apparent in all cases. For
brevity, the pressure profiles are not presented in the cases which
follow.

Figure 5 shows the velocity profiles for the high-FSTI, Re
525,000 cases. The format is that same as in Fig. 4. As in the
low-FSTI case, the baseline, 0.4-mm trip and 0.8-mm trip cases
are nearly indistinguishable at the upstream stations. By station
11, some differences are apparent in the mean profiles for these
cases. The separation bubble is less distinct in the cases with the

bars, but the boundary layer still does not appear fully reattached.
Intermittency rises slightly above zero at station 11 of the 0.8-mm
bar case, while remaining essentially at zero with the smaller bar
and in the baseline case. Theu8 profiles show a large peak in the
shear layer, which grows in the streamwise direction. As shown in
Volino @7#, this peak is caused by the action of the high FSTI on
the shear layer, and does not indicate significant momentum trans-
port. As in the low-FSTI cases of Fig. 4, the 1.6-mm bar case
shows significant differences from the other cases in Fig. 5. The
u8 peak is significantly higher in this case at stations 7 and 8. At
station 9,u8 values are higher in the near-wall region, the inter-
mittency rises above zero, and the mean profile appears to be
reattached. At stations 10 and 11 the intermittency continues to
increase. The mean profile adjusts toward a more turbulent shape
between stations 9 and 11. Theu8 peak decreases somewhat by
station 11, but still shows the relatively high values of a transi-
tional boundary layer, rather than the somewhat lower values of a
fully turbulent boundary layer. As in the low-FSTI, Re525,000
case, the 1.6-mm bar is not large enough to immediately trip the
boundary layer to turbulent, but it causes transition to move up-
stream and leads to a reattachment that did not occur in the base-
line or smaller bar cases.

The velocity profiles of the low-FSTI, Re550,000 case are
shown in Fig. 6. The effects of the bars are clear. At station 7, the
1.6-mm bar has caused a relatively large separation bubble com-
pared to the other cases and a smallu8 peak in the shear layer
over this bubble. The smaller bar cases are indistinguishable from
the baseline case, with mean profiles only on the verge of separa-
tion and u8 near zero. By station 8, the 1.6-mm bar case has

Fig. 5 Station 7—profiles, high FSTI, Re Ä25,000 cases: „a…
mean velocity, „b… u 8, „c… intermittency

Fig. 6 Station 7–11 profiles, low FSTI, Re Ä50,000 cases: „a…
mean velocity, „b… u 8, „c… intermittency
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undergone a sudden transition, withg51, high u8 levels in both
the shear layer and near-wall regions, and the beginning of reat-
tachment as indicated by nonzero mean velocity near the wall.
The other cases are indistinguishable, exhibiting a small separa-
tion bubble and showing no sign of transition or reattachment. At
station 9, the boundary layer is clearly reattached in the 1.6-mm
bar case, andu8 values are beginning to rise in the 0.8-mm bar
case. At station 10 the intermittency indicates fully turbulent flow
and the boundary layer has reattached in the 0.8-mm bar case. The
0.4-mm bar case is still separated withg50, butu8 has begun to
rise near the wall. By station 11 the 0.4-mm bar case has become
turbulent and the boundary layer has started to reattach. The base-
line case remains nonturbulent with a large separation bubble at
station 11. As observed in the Re525,000 cases, the 1.6-mm bar is
not large enough to immediately trip the boundary layer to turbu-
lent, but it does move separation upstream, which causes transi-
tion and reattachment to move significantly upstream. The smaller
bars appear to have no immediate effect on the boundary layer,
but they must introduce small disturbances that grow in the
streamwise direction and have a significant effect in moving the
transition and reattachment upstream. The 0.8-mm bar must intro-
duce a larger disturbance than the 0.4-mm bar, since transition and
reattachment occur one station farther upstream with the 0.8-mm
bar.

Figure 7 shows the high-FSTI, Re550,000 cases. With the
larger bars, transition and reattachment move upstream. With the
1.6-mm bar, the intermittency is already nonzero by station 7, and
the boundary layer is fully turbulent and attached by station 8.
With the 0.8-mm bar,g rises above zero at station 8 and is near
fully turbulent by station 10. The mean profile appears to indicate
reattachment by station 9. The intermittency rises above zero in
the 0.4-mm bar case at station 9, and continues to rise at stations
10 and 11. The mean profile shows reattachment at station 10. In
the baseline case, the intermittency begins to rise at station 10,
and the boundary layer is reattached at station 11. At station 11 the
mean profiles are indistinguishable in the cases with bars, and
fuller than in the baseline case. In all cases, the transition begins
upstream of the location in the corresponding low-FSTI case of
Fig. 6, but the transition length is longer. Volino and Hultgren@22#
also observed that transition begins farther upstream with high-
FSTI, but is more abrupt in low-FSTI cases.

Figure 8 shows the low-FSTI, Re5100,000 cases. The 1.6-mm
bar immediately trips the boundary layer to turbulent and elimi-
nates the separation bubble. The 0.8-mm bar causes a smallu8
peak above the baseline values at station 7. The intermittency
jumps from 0 to 1 between stations 7 and 8, and the separation
bubble is effectively eliminated. As in the lower-Re cases, the
0.4-mm bar has no visible effect at station 7, and the mean andu8
profiles are indistinguishable from the baseline case. The bound-

ary layer separates, but by station 9 the shear layer has become
fully turbulent and begun to reattach. In the baseline case,u8 does
not begin to show elevated near wall values until station 10, and
transition and reattachment occur at station 11. The mean profiles
at station 11 show the fullest profile and thinnest boundary layer
in the 0.4-mm bar case. The larger bars result in thicker boundary
layers. The mean profile in the baseline case has not yet recovered
to a fully turbulent shape. As will be discussed below, the thinner
attached boundary layer in the 0.4-mm bar case suggests that this
case will have lower losses than the other cases.

The high-FSTI, Re5100,000 cases are shown in Fig. 9. As in
the low-FSTI case, the 1.6-mm bar trips the boundary layer to
turbulent and eliminates separation at this Re. The intermittency is
nonzero at station 7 of the 0.8-mm bar case, and it continues to
rise through station 10, indicating an extended transition zone.
Because the transition begins so far upstream, the separation
bubble is eliminated and transition occurs in an attached boundary
layer. With the 0.4-mm bar, the intermittency indicates that the
transition does not begin until station 8, so a small separation
bubble forms, as in the baseline case. The boundary layer is reat-
tached by station 9, however, and the transition is nearly complete
by station 10. In the baseline case, the transition begins at station
9, and the boundary layer is reattached at station 10. Examining
the mean profiles, the 1.6-mm bar causes an immediate thickening
of the boundary layer, and the separation bubble in the baseline
case also causes a thicker boundary layer. By station 11, the mean
profiles for these two cases agree closely. The boundary layers are
thinner in the cases with the smaller bars.

Fig. 7 Station 7–11 profiles, high FSTI, Re Ä50,000 cases: „a…
mean velocity, „b… u 8, „c… intermittency

Fig. 8 Station 7–11 profiles, low FSTI, Re Ä100,000 cases: „a…
mean velocity, „b… u 8, „c… intermittency

Fig. 9 Station 7–11 profiles, high FSTI, Re Ä100,000 cases: „a…
mean velocity, „b… u 8, „c… intermittency
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In the low-FSTI, Re5200,000 cases of Fig. 10, the intermit-
tency profiles show that the 0.8-mm and 1.6-mm bars immediately
trip the boundary layer to turbulent and eliminate the separation
bubble. The 1.6-mm bar, which is the same thickness as the
boundary layer at station 7 of the baseline case, results in a sub-
stantially thicker boundary layer than in all of the other cases. The
0.4-mm bar case shows a small separation bubble at station 8, but
is fully turbulent and reattached by station 9. The baseline case
exhibits a clear separation bubble at station 9, and is fully turbu-
lent and reattached by station 10. The mean profiles at station 11
show that the growth of the bubble in the baseline case results in
a thicker boundary layer than in the 0.8- and 0.4-mm bar cases.

Figure 11 shows the high-FSTI, Re5200,000 cases. As in the
low-FSTI cases of Fig. 10, the 0.8- and 1.6-mm bars trip the
boundary layer to turbulent. The transition has already started, as
indicated by the nonzero intermittency, in the 0.4-mm bar case at
station 7. In all of these cases, there is no separation. In the base-
line case,g does not rise above zero until station 9, and there may
be a small separation bubble at station 8. At station 11, the mean,
u8, and intermittency profiles of the baseline, 0.4-mm, and
0.8-mm bar cases are all in good agreement, while the 1.6-mm bar
case exhibits a noticeably thicker boundary layer.

The low FSTI, Re5300,000 cases are shown in Fig. 12. As in
the Re5200,000 cases, the 0.8-mm and 1.6-mm bars trip the
boundary layer to turbulent. The 0.4-mm bar appears to have no
effect at station 7, where the mean andu8 profiles agree with the
baseline case and the intermittency is zero. By station 8, however,
the boundary layer in the 0.4-mm bar case has become fully tur-
bulent, while in the baseline case it is still laminar and has sepa-

rated. By station 9 the shear layer in the baseline case is transi-
tional, and it is fully turbulent and reattached by Station 10. At
Station 11 the mean profiles for the four cases are all different,
with the 0.4-mm bar and baseline cases having the thinnest
boundary layers.

Figure 13 shows the high-FSTI, Re5300,000 cases. As in the
low-FSTI cases, the 0.8-mm and 1.6-mm bars trip the boundary
layer to fully turbulent, and the 0.4-mm bar causes the transition
to start by station 7 and finish by station 8. Transition has started
at station 8 of the baseline case and is complete near station 10. In
all of these cases the transition begins far enough upstream to
prevent separation. The mean profiles at all stations show that the
boundary layer is thinnest in the baseline case and that the thick-
ness increases with the bar size. With the 0.4-mm and 0.8-mm
bars the boundary layer is only slightly thicker than in the baseline
case, but it is substantially thicker in the 1.6-mm bar case.

Some consistent trends run through the data from all cases. If a
bar is large enough, it will immediately trip the boundary layer to
fully turbulent and prevent separation. As Reynolds number in-
creases, the boundary layer thickness decreases as does the thick-
ness of the bar required for tripping. If a bar is small enough, it
initially appears to have no effect on the boundary layer. The
boundary layer appears to proceed over the bar with no measur-
able change in the mean velocity oru8 from the corresponding
baseline case. The bars must, however, introduce some small dis-
turbance into the boundary layer. The boundary layer is unstable
against small disturbances in the adverse pressure gradient region,
so the small disturbances grow and eventually cause transition.
Larger bars must impart larger~albeit sometimes still undetect-

Fig. 10 Station 7–11 profiles, low FSTI, Re Ä200,000 cases: „a…
mean velocity, „b… u 8, „c… intermittency

Fig. 11 Station 7–11 profiles, high FSTI, Re Ä200,000 cases:
„a… mean velocity, „b… u 8, „c… intermittency

Fig. 12 Station 7–11 profiles, low FSTI, Re Ä300,000 cases: „a…
mean velocity, „b… u 8, „c… intermittency

Fig. 13 Station 7–11 profiles, high FSTI, Re Ä300,000 cases:
„a… mean velocity, „b… u 8, „c… intermittency
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able! perturbations than the smaller bars, resulting in transition
locations that move upstream as bar size is increased. The optimal
bar size depends on the Reynolds number and is discussed further
below.

The present results shed some light on the transition mechanism
under both high- and low-FSTI conditions. Volino@18# examined
spectra of the fluctuating velocity in the boundary layers and shear
layers of the baseline cases. He observed sharp peaks in the spec-
tra of the low-FSTI cases at frequencies that matched the most
unstable frequencies for Tollmien-Schlicthing~TS! waves in the
boundary layer just upstream of separation. He therefore con-
cluded that the transition in the shear layer might be through a TS
mechanism in these cases. In the high-FSTI cases, Volino@18#
observed broadband peaks in the spectra and the relatively long
transition regions noted above. Volino and Hultgren@22# made
similar observations, and concluded that the high-FSTI separated
flow transition was through a bypass mode, very similar to the
high-FSTI transition in an attached boundary layer. Volino@18#,
however, noted that the broadband peaks in the high-FSTI case
spectra were centered at the same frequencies as in the low-FSTI
cases, suggesting a similar transition mechanism under high- and
low-FSTI conditions. He concluded that disturbances that began
to grow in the boundary layer prior to separation were causing a
TS-type transition in the shear layer over the separation bubble in
both the high- and low-FSTI cases. High-FSTI has a strong effect
in moving the transition upstream, but the bars in the present cases
had an equally strong or stronger effect in both the high- and
low-FSTI cases. This confirms that the free-stream turbulence is
not solely responsible for bypass transition in the high-FSTI cases.

The magnitude of the disturbances induced by the bars is too
small to be quantified based on the mean oru8 results presented
above. Perhaps more can be learned from boundary layer spectra.
Analyses of spectra based onu8 fluctuations for the present cases
show some interesting but inconclusive results. Volino@18# found
that u8 spectra are often characterized by low-frequency fluctua-
tions that are induced by the free stream and have no direct effect
on transition. In the early stages of transition, these low-frequency
fluctuations can hide the very-low-amplitude fluctuations impor-
tant for transition. Volino@18# found that spectra of the turbulent
shear stress are less affected by the low-frequency unsteadiness
and can provide a better means for detecting the early stages of
transition. Acquisition and analysis of turbulent shear stress data
for the cases of the present study may prove useful for explaining
and quantifying the transition mechanism.

Shape Factor and Momentum Thickness. The shape factor
and momentum thickness are useful parameters for evaluating the
state of the boundary layer with respect to separation, transition,
and losses. They provide a means for summarizing the informa-
tion presented in the velocity profiles of Figs. 4–13. In the present
cases, the boundary layer has a shape factorH of about 2.4 at the
end of the favorable pressure gradient region. This is the expected
value for this laminar, accelerated boundary layer. If the boundary
layer separates, the displacement thickness grows rapidly, while
the momentum thickness remains nearly constant. The result is a
very high shape factor. If the boundary layer reattaches, the dis-
placement thickness drops, and the momentum thickness begins to
grow. The boundary layer eventually recovers to a fully turbulent
shape, with a shape factor of about 1.6 in the present cases.

Stage losses in a multiblade turbine cascade can be determined
through measurement of the momentum deficit in the wake down-
stream of the blade row. With the single-passage facility of the
present study, wake measurements are not meaningful, since there
is flow on only one side of the airfoils on each side of the passage.
If a boundary layer separates and does not fully reattach, or reat-
taches near the trailing edge, momentum thickness will be rela-
tively low at the trailing edge, and high losses will be generated in
the wake downstream of the passage. While the losses in such a
case cannot be quantified in the present study, it is safe to assume
that they would be unacceptably high, and that there would be an

unacceptable loss of lift from the airfoils. For those cases in which
the boundary layer reattaches and recovers to a fully developed
turbulent shape, the suction side profile loss is likely the dominant
loss mechanism in the passage~Howell et al. @9#!. As explained
by Howell et al. @9#, for a given shape factor and passage exit
angle, the momentum thickness of the suction side boundary layer
at the trailing edge is proportional to the suction side profile loss.

Figure 14 provides an example of the development of the shape
factor and momentum thickness, using the low-FSTI, Re
5100,000 cases. In the baseline case,H increases from 2.4 to a
high value of about 5 as the boundary layer separates. Reattach-
ment occurs near the trailing edge, andH drops to about 2.2,
which is still above the turbulent value of 1.6, indicating that
recovery from the separation is not complete. In the 0.4-mm bar
case, the boundary layer separates andH reaches a value of 3.7.
The boundary layer then reattaches, andH gradually drops to a
fully turbulent value by the trailing edge. With the 0.8-mm bar,
transition occurs far enough upstream to prevent separation, andH
drops continuously from a laminar value to a turbulent value as
transition occurs. In the 1.6-mm bar case the boundary layer is
tripped to turbulence, andH quickly reaches its turbulent value.
The 1.6-mm bar causes an immediate thickening of the boundary
layer, and the momentum thickness remains higher than in the
other cases at all streamwise locations. The 0.4- and 0.8-mm bars
appear to have no immediate effect onu. When transition and
reattachment occur, however,u begins to rise. When reattachment
occurs in the baseline case, it causesu to increase to a higher
value than in the 0.4- and 0.8-mm bar cases. Near the trailing edge
u is lowest in the 0.4-mm bar case. This would presumably be the
case with the lowest profile losses. The larger bars force the tran-
sition to occur farther upstream than necessary, resulting in a
longer turbulent region and higher losses. In the baseline case the
separation bubble becomes relatively thick, resulting in a thick
boundary layer after reattachment. The 0.4-mm bar case provides
a good example of the controlled diffusion described by Hour-
mouziadis@1#. With the 0.4-mm bar, the separation bubble is rela-
tively thin, and the turbulent region is relatively short, resulting in
lower losses.

Figure 15 shows the shape factor and momentum thickness at
station 11 (s/Ls50.94), near the trailing edge, for all the low-
FSTI cases. In the Re525,000 cases, the shape factor indicates
that the boundary layer only reattaches in the 1.6-mm bar case.
The shape factor in this case is still above the expected turbulent
value, indicating that recovery from the separation in not com-
plete. Comparison of momentum thicknesses is not meaningful at

Fig. 14 Shape factor and momentum thickness versus
streamwise location, low FSTI, Re Ä100,000: „a… H, „b… u
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this Re. For the Re550,000 cases, the 0.8- and 1.6-mm bars cause
reattachment, while recovery from the separation is only partially
complete in the 0.4-mm bar case and the shear layer remains
separated in the baseline case. The 0.8- and 1.6-mm bar cases are,
therefore, preferable at this Re, and both have about the same
momentum thickness at station 11. At Re5100,000, already de-
scribed in Fig. 14, the 0.4-mm bar produces the lowest losses. The
0.4-mm bar case is also best at Re5200,000, with slightly lower
losses than with the 0.8-mm bar or in the baseline case. At Re
5300,000, the transition occurs sufficiently far upstream in the
baseline case to keep the separation bubble small and produce
lower losses than in any of the cases with bars.

The station 11 shape factors and momentum thicknesses for the
high-FSTI cases are shown in Fig. 16. As in the low-FSTI cases,
only the 1.6-mm bar is large enough to force reattachment at
Re525,000, and it does not even quite result in full recovery to a
turbulent profile. At Re550,000, the shape factor shows that all of
the bars cause reattachment, while the boundary layer in the base-
line case has reattached but not fully recovered from the separa-
tion. The 0.4- and 0.8-mm bar cases have lower momentum thick-
ness than the 1.6-mm bar case. At the higher Re, reattachment is
complete in all cases, and the 1.6-mm bar cases have significantly

higher losses than the other cases. At Re5100,000, the 0.4- and
0.8-mm bar cases and the baseline case all have about the same
losses. As Re increases to 200,000 and 300,000, the baseline case
emerges as the case with lowest losses, in agreement with the
low-FSTI cases of Fig. 15.

The optimal bar height clearly varies with the Reynolds num-
ber. As Re increases, the boundary layer becomes thinner and
more prone to transition, so a smaller bar is needed. At Re
525,000, the 1.6-mm bar is needed, and a larger bar would be
desirable to force a more complete reattachment. At Re550,000,
the 0.8-mm bar is best, since it is large enough to cause reattach-
ment at low FSTI, but produces lower losses than the thicker bar
at high FSTI. At Re5100,000 and 200,000, the 0.4-mm bar is
best, since it is large enough to force complete reattachment at
low FSTI, and results in equal or slightly lower losses than the
baseline or 0.8-mm bar cases. At Re5300,000, the baseline case is
best, although the losses are only slightly lower than those of the
0.4-mm bar case. If a bar is used for passive flow control, a single
bar thickness must be chosen for optimal overall performance.
The best size will depend on the operating range of the engine. If
the operating range is large, a compromise between improved per-
formance at cruise and higher losses at takeoff may be needed.

Correlation of Results. The size of a bar necessary to trip a
boundary layer to turbulence can be predicted using the following
correlation from Gibbings@23#.

Red5Udd/n.600, (1)

whered is the bar thickness andUd is the velocity in the untripped
boundary layer aty5d at the streamwise location of the bar.
Equation~1! predicts that bar thicknesses of 4.7 mm, 2.3 mm, 1.3
mm, 0.68 mm, and 0.50 mm would be needed to immediately trip
the boundary layer to turbulent in the Re525,000 through
300,000 cases, respectively. In agreement with this prediction, the
results above show that the boundary layer was only tripped in the
Re5200,000 and 300,000 cases with the 0.8-mm and 1.6-mm
bars, and in the Re5100,000 cases with the 1.6-mm bar. Since an
optimal bar does not immediately trip the boundary layer; it will
be thinner than indicated by Eq.~1!.

The most effective bars in the present cases appear to be those
that cause reattachment to begin between stations 8 and 9, ats/Ls
of about 0.74. When reattachment begins by this location, there is
sufficient distance downstream for the reattachment and recovery
from the separation to be completed before the trailing edge. The
beginning of reattachment and the start of transition are related
and occur at approximately the same location. There are a few
correlations in the literature for prediction of the distance from
separation to transition onset. In general they are not very robust,
but some give reasonable estimates. Mayle@2# provides the fol-
lowing correlations:

Rest5300 Reus
0.7 ~short bubble!, (2)

Rest51000 Reus
0.7 ~ long bubble!. (3)

Equations~2! and~3! apply to short and long separation bubbles,
respectively. Volino@7# found that the present baseline case results
lie between the predictions of Eqs.~2! and~3! tending toward the
long bubble correlation at low FSTI and about midway between
the two correlations at high FSTI. Although they differ by a factor
of 3, Eqs. ~2! and ~3! provide at least a rough estimate of the
reattachment location.

The following correlation provides an estimate of the effect of
bar height on reattachment location. The equation is based on a
curve fit of the present data:

~st2sp!m /~st2sp!b5@110.23~d/up!1.56#21, (4)

where (st2sp)b is the distance from the suction side velocity
maximum (s/Ls50.53) to the location of the beginning of reat-
tachment in the baseline case, and (st2sp)m is this distance with
a bar in place. The present data along with Eq.~4! are shown in

Fig. 15 Station 11 shape factor and momentum thickness ver-
sus Re, low-FSTI cases: „a… H, „b… u

Fig. 16 Station 11 shape factor and momentum thickness ver-
sus Re, high-FSTI cases: „a… H, „b… u
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Fig. 17. The finite spacing of the streamwise measurement stations
results in some uncertainty in the transition start location, as indi-
cated by the error bars in Fig. 17. Volino@7# showed that the
boundary layer behavior upstream of the separation is predictable
and laminar. To predict reattachment in a case with a bar, the
laminar solution could be used to predict the separation location
and the momentum thickness before separation. A correlation such
as Eqs.~2! or ~3! could then be used to estimate the distance to
transition and reattachment in the baseline flow. This would give
stb . Equation~4! could then be used to predictstm for a given bar
thickness. Alternatively, the desiredstm could be specified and
used with Eq.~4! to predict the optimal bar thickness. Setting
stm5169 mm (stm /Ls50.74) and using the measured~when
available! or predicted values forstb andup for the baseline cases,
optimal bar heights have been predicted for the present cases and
are presented in Table 3.

Discussion. The above correlations are based only on the
present data set, so it is doubtful that they are universally appli-
cable. Still, they provide a start in the assessment of passive flow
control devices. With more experiments with different airfoils, it
may be possible to refine correlations such as Eq.~4!, to make
them more generally applicable.

Alternative passive devices such as vortex generators or
dimples should also be considered. There is no guarantee, how-
ever, that these devices will provide improvement over the present
bars. Dimples have been used in some applications such as inter-
nal blade cooling, to provide enhanced heat transfer with lower
pressure drop than boundary layer trips. Dimples enhance heat
transfer by promoting turbulence and mixing, which would also
tend to promote boundary layer attachment. In the present appli-

cation, however, we do not seek to enhance turbulence or heat
transfer, or even to fully eliminate the separation bubble. Since the
smaller bars in the present experiments did not increase losses or
boundary layer thickness, or have any other immediate measur-
able effect on the boundary layer, it is not clear that any other
device will be superior.

While the present bars have proven effective, it is clear from
Table 3 and Figs. 15 and 16 that the optimal bar height varies with
Re and FSTI. If applied passively, a single bar height would be
selected for the entire operating range of the engine. If the oper-
ating range is large, a compromise will be necessary between
improved performance at low Re and higher losses at high Re.
Passive flow control has the distinct advantage of being relatively
simple to implement in practice, but active flow control may pro-
vide a means for optimizing performance over a wider range of
conditions. Unsteady active control also provides possibilities for
further flexibility and improved performance not available with
passive devices. Further consideration of active control is pre-
sented by Volino@24#.

The present cases all involve steady inlet flow. In engine flows,
the periodic wakes from upstream airfoils will make the flow un-
steady. While steady flow experiments are necessary for building
understanding of the flow and flow control devices, experiments
should eventually be performed in flows with wakes.

Conclusions
1. Rectangular bars have been successfully employed as flow

control devices on the suction side of a low-pressure turbine air-
foil. Boundary layer reattachment was forced even in very-low-
Reynolds-number cases.

2. Optimal bars are not large enough to immediately trip the
boundary layer to turbulent or prevent separation, but rather in-
duce very small disturbances that at first are essentially undetect-
able, but eventually promote transition in the shear layer at a
downstream location.

3. Bars were effective under both high- and low-FSTI condi-
tions, indicating that the high-FSTI transition is not simply a by-
pass transition induced by the free stream.

4. The optimal location for reattachment results in a relatively
short turbulent region, but occurs sufficiently far upstream to pre-
vent a large separation bubble and ensure complete recovery from
the separation before the trailing edge. A bar height can be se-
lected to induce reattachment at the desired location.

5. The optimal bar height varies with the Reynolds number and
free-stream turbulence level. Bars that were large enough to in-
duce reattachment at the lowest Re produced significantly higher
losses at the higher Re. If a wide range of Reynolds numbers are
encountered in practice, some compromise between improved per-
formance at low Re and higher losses at high Re will be necessary
in the choice of an overall best bar height.

Fig. 17 Correlation of transition and reattachment start loca-
tion to bar height; bars indicate range of possible values result-
ing from finite station spacing

Table 3 Baseline case boundary layer thickness at bar location „s ÕL sÄ0.53…, and predicted
bar heights for tripping „d trip … and for incipient reattachment „d opt … at s ÕL sÄ0.74 „all values in
mm …

Re31023

Low FSTI High FSTI

d99.5p up dtrip dopt d99.5p up dtrip dopt

25 3.8 0.48 4.7 2.4 3.9 0.48 4.7 1.5
50 2.7 0.34 2.3 1.2 2.8 0.33 2.3 0.6

100 1.9 0.23 1.3 0.4 2.2 0.24 1.3 0.2
200 1.3 0.16 0.7 0.2 1.6 0.16 0.7 0
300 1.2 0.14 0.5 0.1 1.4 0.14 0.5 0
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Nomenclature

Cp 5 2(PT2P)/rUe
2, pressure coefficient

d 5 Bar height
FSTI 5 Free-stream turbulence intensity

H 5 d * /u, shape factor
K 5 (n/U`

2 )(dU` /ds), acceleration parameter
Ls 5 Suction surface length
P 5 Pressure

PT 5 Upstream stagnation pressure
Re 5 UeLs /n, exit Reynolds number

Red 5 Udd/n, Reynolds number based on bar height
Rest 5 U`(st2ss)/n, separation to transition distance Rey-

nolds number
Reu 5 Momentum thickness Reynolds number

s 5 Streamwise coordinate, distance from leading edge
U 5 Mean streamwise velocity

U` 5 Local free-stream velocity
Ud 5 Mean velocity at bar height in baseline boundary

layer
Ue 5 Nominal exit free-stream velocity, based on the invis-

cid solution
u8 5 rms streamwise fluctuating velocity
y 5 Cross-stream coordinate, distance from wall

d99.5 5 99.5% boundary layer thickness
d* 5 Displacement thickness
g 5 Intermittency, fraction of time flow is turbulent
n 5 Kinematic viscosity
r 5 Density
u 5 Momentum thickness

Subscripts

b 5 Baseline flow
m 5 Modified flow
p 5 Suction surface pressure minimum, velocity maxi-

mum
s 5 Separation location
t 5 Transition start location
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Separation Control on
Low-Pressure Turbine Airfoils
Using Synthetic Vortex Generator
Jets
Oscillating vortex generator jets have been used to control boundary layer separation
from the suction side of a low-pressure turbine airfoil. A low Reynolds number (Re
525,000) case with low free-stream turbulence has been investigated with detailed mea-
surements including profiles of mean and fluctuating velocity and turbulent shear stress.
Ensemble averaged profiles are computed for times within the jet pulsing cycle, and
integral parameters and local skin friction coefficients are computed from these profiles.
The jets are injected into the mainflow at a compound angle through a spanwise row of
holes in the suction surface. Preliminary tests showed that the jets were effective over a
wide range of frequencies and amplitudes. Detailed tests were conducted with a maximum
blowing ratio of 4.7 and a dimensionless oscillation frequency of 0.65. The outward pulse
from the jets in each oscillation cycle causes a disturbance to move down the airfoil
surface. The leading and trailing edge celerities for the disturbance match those expected
for a turbulent spot. The disturbance is followed by a calmed region. Following the
calmed region, the boundary layer does separate, but the separation bubble remains very
thin. Results are compared to an uncontrolled baseline case in which the boundary layer
separated and did not reattach, and a case controlled passively with a rectangular bar on
the suction surface. The comparison indicates that losses will be substantially lower with
the jets than in the baseline or passively controlled cases.@DOI: 10.1115/1.1626686#

Introduction
Modern low-pressure turbine~LPT! airfoils are subject to in-

creasingly stronger pressure gradients as designers impose higher
loading in an effort to improve efficiency and lower cost by re-
ducing the number of airfoils in an engine. If the adverse pressure
gradient on the suction side of these airfoils becomes strong
enough, the boundary layer will separate. Separation bubbles, par-
ticularly those which fail to reattach, can result in a significant
loss of lift and a subsequent degradation of engine efficiency~e.g.,
Hourmouziadis@1#, Mayle @2#, and Sharma et al.@3#!. The prob-
lem is particularly relevant in aircraft engines. Airfoils optimized
to produce maximum power under takeoff conditions may still
experience boundary layer separation at cruise conditions, due to
the thinner air and lower Reynolds numbers at altitude. A compo-
nent efficiency drop of 2% may occur between takeoff and cruise
conditions in large commercial transport engines, and the differ-
ence could be as large as 7% in smaller engines operating at
higher altitudes.

Separation on LPT airfoils is complicated by boundary layer
transition, which can prevent separation if it occurs far enough
upstream, or induce boundary layer reattachment if it occurs in the
shear layer over a separation bubble. At lower Reynolds numbers
transition will tend to occur farther downstream, hence the prob-
lems associated with performance at altitude.

Separated flow transition has been studied extensively, and in
recent years several studies have focused on transition in the LPT.
Volino @4# provides a review of much of that work. Separation can
be affected through naturally occurring phenomena such as high
free-stream turbulence intensity~FSTI! or the unsteadiness caused
by wakes generated upstream of an airfoil. Further discussion of

these effects is available in Volino@5#. While high FSTI and
wakes help to mitigate separated flow problems, they clearly do
not solve all problems, as evidenced by the known efficiency drop
in modern engines at altitude. Howell et al.@6#, for example, stud-
ied airfoils modified for higher lift, noting that their highly loaded
airfoils might be close to a limit, and that even higher loading
could cause unacceptable separation problems even in the pres-
ence of wakes. Looking beyond free-stream turbulence and
wakes, other types of separation control could prove useful. Gad-
el-Hak @7# provides a recent review. Techniques include boundary
layer tripping, vortex generation, suction, and injection of fluid
normal to the wall to either increase the boundary layer momen-
tum or promote turbulence.

While the general literature is extensive, only a few studies
have considered separation control under LPT conditions. Some
have utilized passive techniques. Lake et al.@8# considered
dimples and boundary layer trips. Van Treuren et al.@9# consid-
ered vortex generators. Volino@5# used rectangular bars to impose
disturbances in a boundary layer and move transition upstream.
Passive flow control is appealing for its simplicity and the relative
ease with which it might be implemented in gas turbine environ-
ments. It has its limitations, however. Volino@5# found that pas-
sive devices can successfully control separation even at the lowest
Reynolds number of interest, but that these devices caused sub-
stantial increases in losses at higher Re. This is an important limi-
tation for aircraft engines, where the Re range between takeoff
and cruise is large. An active device could be turned off at high
Re. Static passive devices are also unable to take advantage of the
unsteadiness caused by wake passing. An active device might be
timed to turn on and off in response to wake passing events.
Unsteady devices might also take advantage of the calmed region
following a transient turbulent event.

The literature contains several examples of active separation
control. Lee et al.@10# used blowing in supersonic engine inlets to
prevent or control separation. Sturm et al.@11# reported on blow-

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003. Manuscript received by the IGTI December 2002; final revision March
2003. Paper No. 2003-GT-38729. Review Chair: H. R. Simmons.

Copyright © 2003 by ASMEJournal of Turbomachinery OCTOBER 2003, Vol. 125 Õ 765

Downloaded 31 May 2010 to 171.66.16.27. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ing in a compressor cascade. Johnston and Nishi@12# used vortex-
generator-jets~VGJ’s! to control separation in turbulent boundary
layers. This method utilizes blowing from ‘‘small, skewed, and
pitched holes’’ to create streamwise vortices similar to those cre-
ated by solid vortex generators. Any jet injected into a flow will
tend to produce some turbulence, and the turbulent mixing will
tend to bring some high momentum fluid into the near wall region
and inhibit separation. Streamwise vortices bring additional high
momentum fluid into the near wall region. The most effective
VGJ’s enter the boundary layer at a relatively shallow pitch angle
~typically 30–45°! relative to the wall and a high skew angle
~45–90°! relative to the main flow. Compton and Johnston@13#
showed that the co-rotating vortices produced by VGJ’s are stron-
ger and more effective for separation control than the counter-
rotating vortices which form downstream of a normal jet. Mc-
Manus et al.@14# and Raghunathan et al.@15# used pulsed VGJ’s.
Sinha and Pal@16# used acoustic excitation to perturb an unsteady
separating flow. Jacobson and Reynolds@17# used piezoelectri-
cally driven cantilevers to influence the near wall turbulence
structure on a flat plate. They noted that the devices could be used
in separation control. Miau et al.@18# used an oscillating fence to
promote reattachment downstream of a backward facing step.
Sinha et al.@19# used a driven flexible wall transducer to detect
pressure fluctuations and then produce near wall vortices upstream
of separation. Whitehead et al.@20# used a film transducer to pro-
duce airfoil vibrations and reduce separation at high angles of
attack. Oscillatory blowing has been used in several studies to
control separation on airfoils. Amitay and Glezer@21# provide one
recent example. Oscillatory jets are often referred to as ‘‘synthetic
jets’’ since they have no net mass flow. They are typically directed
normal to a surface, meaning that they probably do not produce
such strong streamwise vortices as VGJ’s.

Only a few active control studies have been conducted under
LPT conditions. Huang et al.@22# and Hultgren and Ashpis@23#
employed high voltage electrodes to produce glow discharge
plasma in a boundary layer to control separation. Bons et al.
@24,25# used steady and pulsed VGJ’s to successfully control
separation on LPT airfoils. They used the ‘‘Pak-B’’ airfoil, which
is an industry supplied research airfoil that is prone to separation
problems at low Re. It has been used in numerous studies, as
noted by Volino@4#. Bons et al.@24# used spanwise rows of VGJ’s
at several streamwise locations on the suction surface of the air-
foil, and found that a row near the suction surface velocity maxi-
mum ~pressure minimum! was most effective. The VGJ holes
were oriented at 30° to the surface and 90° to the main flow. All
holes were oriented in the same direction, to produce co-rotating
vortices. Reynolds numbers as low as 60,000~based on suction
surface length and exit velocity! were considered. Bons et al.@25#
found that both steady and pulsed jets were effective in control-
ling separation. The pulsed jets were fully effective even when the
dimensionless pulsing frequencyF1 was as low as 0.1, whereF1

is a ratio of the transit time for flow between the VGJ hole and the
trailing edge to the time interval between pulses. Ensemble aver-
aged velocity profiles showed a long relaxation or ‘‘calmed’’ pe-
riod following each jet pulse. During this calm period the bound-
ary layer remained attached long after the turbulence generated by
the pulse had moved downstream. Calmed regions have been ob-
served following turbulent spots in transitional boundary layers
~e.g., Gostelow et al.@26# and Schulte and Hodson@27#!. The
mean velocity profiles in the calmed region gradually relax from
the turbulent shape associated with the turbulent spot they follow,
to a laminar~and in some cases separated! profile shape. The
calmed boundary layer is very resistant to separation, much like a
turbulent boundary layer, but it is very laminarlike in terms of its
fluctuation levels and low losses. The pulsed jets were more ef-
fective than continuous jets, even when the pulsed jet duty cycle
was as low as 1%. This was believed to indicate that the starting
vortex formed at the beginning of each jet pulse was responsible
for most of the flow control in the pulsed jet cases.

Synthetic jets hold an advantage over continuous or pulsed jets
in that they require no net mass flow. In the LPT environment, this
means that no compressor bleed air is required. Use of bleed air
for flow control or cooling comes at a cost in efficiency, although
the small amount of air required for the pulsed jets of Bons et al.
@25# might not be prohibitive if bleed air were already routed to
the airfoils for cooling. Synthetic jets would not be useful for a
cooled airfoil since ingestion of hot gas into the airfoil would be
harmful. For uncooled LPT airfoils, however, the airfoil tempera-
ture will match the main flow temperature, and ingestion of hot
gas should be acceptable. Routing of bleed air to uncooled airfoils
for flow control may present a prohibitive addition of complexity
and weight. With synthetic jets this problem could be avoided. In
the present study, the oscillating flow of synthetic jets and the
compound angle injection of vortex generator jets are combined to
produce synthetic VGJ’s. This is believed to be the first applica-
tion of synthetic VGJ’s. They are used to control the flow over a
Pak-B airfoil. A survey of the literature indicates that the jet loca-
tions and angles chosen by Bons et al.@25# were likely optimal, so
their geometry has been copied in the present study.

There are many parameters which could be varied in a synthetic
jet study, including Reynolds number, FSTI, jet geometry, jet lo-
cation, jet velocity, jet oscillation frequency, and jet waveform, to
name a few. These are all potentially important parameters and
should eventually be studied. The scope of the present study is
more focused. A single experimental case is completely docu-
mented with detailed measurements including time resolved mean
and fluctuating velocity and turbulent shear stress throughout the
flow field. The goals of the study are to build an understanding of
the physics of how synthetic VGJ’s control separation and to gen-
erate questions for future parametric studies which may lead to
optimized flow control for a broad range of flow conditions.

Volino @4,28# studied unmodified flow over the Pak-B airfoil at
Reynolds numbers ranging from 25,000 to 300,000 under both
high and low FSTI. In nearly all cases the boundary layer sepa-
rated from the suction side of the airfoil. At all but the lowest
Reynolds numbers it reattached before the trailing edge. The most
severely separated case was the low FSTI, Re525,000 case. This
case has therefore been chosen as the test case for the present
application of synthetic VGJ’s. The unmodified case from Volino
@4# is used as a baseline case for comparison to the new results.
Also used for comparison is a case from Volino@5# in which a
passive bar was employed to force reattachment. The bar was
located ats/Ls50.51, extending along the airfoil span. Its stream-
wise width was 6.35 mm and its height was 1.6 mm. The suction
surface length was 228.6 mm. Bars of various heights were tested.
The 1.6-mm bar was the smallest bar to cause reattachment at
Re525,000. Volino@5# found that the most effective bars in terms
of minimizing losses were not large enough to immediately trip
the boundary layer to turbulent. Rather, they induced small distur-
bances which grew and caused transition and reattachment down-
stream of a small separation bubble.

Experiment
Experiments were conducted in a low speed wind tunnel, de-

scribed by Volino et al.@29#. Briefly, air enters through blowers
and passes through a honeycomb, a series of screens, two settling
chambers, and a three-dimensional contraction before entering the
test section. At the exit of the contraction, the mean velocity is
uniform to within 1%. The FSTI is 0.5%60.05%. Nearly all of
this free-stream ‘‘turbulence’’ is actually streamwise unsteadiness
at frequencies below 20 Hz and is not associated with turbulent
eddies. The rms intensities of the three components of the un-
steadiness are 0.7%, 0.2%, and 0.2% in the streamwise, pitchwise
and spanwise directions, respectively. The test section immedi-
ately follows the contraction.

The test section, shown in Fig. 1, consists of the passage be-
tween two airfoils. Details are listed in Table 1, and more infor-
mation is available in Volino@4#. A large span-to-chord ratio of
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4.3 was chosen to insure two-dimensional flow at the spanwise
centerline of the airfoils, where all measurements were made. Up-
stream of each airfoil are flaps, which control the amount of bleed
air allowed to escape from the passage. The flaps, along with a
tailboard on the pressure side of the passage, are adjusted to pro-
duce the correct leading edge flow and pressure gradient along the
airfoils. The flow in the passage matches that in a multiblade
cascade. The single passage configuration allows for a large scale
passage and better probe access than possible with a multiblade
cascade in the same size wind tunnel. The wake downstream of
the passage is not representative of a multiblade facility, however,
since there is flow only on one side of each airfoil. Downstream
effects that could influence the upstream flow in the passage are
also potentially missed. Experimental conditions match those of
the low FSTI, Re525,000 baseline case of Volino@4# and the
passive bar case of Volino@5#.

The synthetic VGJ’s were produced from a cavity within the
suction side airfoil. The airfoils are machined from high density
foam, which has a consistency much like hard wood. The surface
of each airfoil was sanded smooth, painted, and sanded again to
provide a smooth surface. A 1.27-cm-diameter hole was drilled
through the airfoil span at about mid-chord, as shown in Fig. 2, to
form a plenum. One end of the plenum is plugged, and the narrow
end of a funnel is inserted in the other. A 20.3-cm-diameter loud-
speaker~100-W subwoofer! is attached at the wide end of the
funnel. The funnel is sealed to the speaker and to the airfoil with
silicone RTV to prevent air leakage. The speaker is driven with a
200-W audio amplifier, which is in turn powered with a 12-V dc
power supply and driven by a function generator. For the present
study the function generator was set to output a sine wave. The
amplitude of the signal from the function generator and the gain
of the amplifier were adjusted to provide the desired input voltage
to the speaker. Holes for the VGJ’s were drilled into the suction
surface in a spanwise line ats/Ls50.514. The holes are 0.8 mm in
diameter~0.35% of Ls) and are spaced 8.5 mm apart~3.7% of

Ls). The holes are drilled at a 90° skew angle with respect to the
main flow and a 30° pitch with respect to the surface, as shown in
Fig. 2. Each hole extends from the suction surface into the cavity
in the core of the airfoil. The length to diameter ratio of the holes
is 7.5.

Measurements. Pressure surveys were made using a pressure
transducer~0–870-Pa range Validyne transducer! and a Scani-
valve. Stagnation pressure was measured with a pitot tube up-
stream of the passage inlet, and eleven pressure taps were located
on each airfoil along their spanwise centerlines. Locations of the
taps on the suction side are listed in Table 2 along with measured
local FSTI components and the acceleration parameterK at these
stations based on a nonseparating, inviscid solution. The uncer-
tainty in the suction side pressure coefficients was 7%. Most of
this uncertainty was due to bias error. Stochastic error was mini-
mized by averaging pressure transducer readings over a 10-s pe-
riod.

Velocity profiles on the suction surface were measured at
streamwise stations corresponding to pressure taps 7–11, as given
in Table 2, and at four additional stations, labeled 7.5, 8.5, 9.5,
and 10.5, centered between the pressure taps. All stations are
downstream of the VGJ holes. Stations 7, 8, 9, 10, and 11 corre-
spond to stations documented in the baseline case in Volino
@4,28#. Profiles at Stations 1–6 are fully documented for the base-
line case in Volino@4,28#, and show that the upstream boundary
layer closely follows a laminar solution. Profiles were measured
near but not at the spanwise centerline of the airfoil to insure that
the pressure taps did not interfere with the velocity measurements.

Fig. 1 Schematic of the test section

Table 1 Test section parameters

Axial
Chord
@mm#

True
Chord
@mm#

Pitch
@mm#

Span
@mm#

Suction
side,Ls
@mm#

Inlet
flow
angle

Exit
flow
angle

153.6 170.4 136.0 660.4 228.6 35° 60°

Fig. 2 Drawing of suction side airfoil with cavity and VGJ’s:
„a… full airfoil, „b… cross section of VGJ holes

Table 2 Measurement station locations, local acceleration „in-
viscid soln. …, and measured local free-stream turbulence

Station s/Ls K3106 ū8/U` @%# v̄8/U` @%#

1 0.111 6.32 0.44
2 0.194 4.80 0.39
3 0.278 3.44 0.37
4 0.361 3.00 0.38
5 0.444 2.48 0.39
6 0.528 20.08 0.41
7 0.611 23.24 0.47 0.05
8 0.694 23.80 0.47 0.12
9 0.777 22.32 0.48 0.14

10 0.861 22.12 0.54 0.11
11 0.944 20.72 0.51 0.11
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Profiles were acquired with a hot-wire anemometer~AA Lab Sys-
tems model AN-1003! and a single sensor boundary layer probe
~TSI model 1218-T 1.5!. The sensor diameter is 3.8mm, and the
active length is 1.27 mm. At each measurement location, data
were acquired for 26 s at a 20-kHz sampling rate (219 samples!.
All raw data were saved. The high sampling rate provides an
essentially continuous signal, and the long sampling time results
in low uncertainty in both statistical and spectral quantities. Data
were acquired at 60 wall normal locations in each profile, extend-
ing from the wall to the free stream, with most points concentrated
in the near wall region. The closest point was within 0.1 mm of
the wall, which corresponds toy/Ls50.0004 and about 0.015
boundary layer thicknesses. Flow direction in a separation bubble
cannot be determined with a single-sensor hot wire, but velocity
magnitude can be measured and was found to be essentially zero
within the bubbles of the present cases. Determining the direction
was not therefore considered essential. Uncertainty in the mean
velocity is 3–5% except in the very near wall region, where near-
wall corrections~Wills @30#! were applied to the mean velocity.
Uncertainties in the momentum and displacement thicknesses
computed from the mean profiles are 10%. Uncertainty in the
shape factorH is 8%. Local skin friction coefficients were com-
puted from the near wall mean velocity profiles using the tech-
nique of Volino and Simon@31#. This technique accounts for
streamwise pressure gradient effects on the mean profile. The un-
certainty inCf is 8%. The uncertainty in the fluctuating stream-
wise velocity is below 10%. As explained in Volino@4# based on
the work of Ligrani and Bradshaw@32#, spatial averaging effects
due to the finite length of the hot-wire sensor should not be sig-
nificant in the present case.

Profiles were also acquired using a cross-sensor boundary layer
probe ~TSI 1243-20!. The sensors are 51-mm-diameter hot films
with 1.02-mm active lengths. The probe is used to document the
instantaneous turbulent shear stress,2u8v8. Profiles were ac-
quired at the same stations as with the single-sensor probe. Data
were acquired at 25 locations in each profile, extending from 1
mm from the wall to the free stream. Sampling rates and times
were the same as for the single-sensor profiles. The vortices in-
duced by the oscillating jets cause significant secondary velocity,
particularly at the streamwise stations immediately downstream of
the jet holes. The magnitude of these secondary velocity compo-
nents remains below 20% of the local streamwise velocity, how-
ever, so they should not cause significant error in the hot-wire
measurements. The uncertainty in2u8v8 is 10%.

The VGJ velocities were measured using a hot-film probe~TSI
model 1210-10A! with a 0.25-mm active sensor length. The sen-
sor was placed directly over the exit of the jet hole. During out-
flow from the hole, the jet was expected to blow directly across
the sensor, providing an accurate measure of the jet velocity. Un-
certainty in the velocity is 5% and results mainly from uncertainty
in the position of the sensor, which could lead to a slightly lower
velocity reading than the velocity at the jet exit plane. During
inflow of the oscillating jet, the flow is expected to behave more
like a sink flow than a jet. The measured velocity does not there-
fore provide an accurate indicator of the velocity inside the hole
during inflow. The jet velocity was calibrated against the rms in-
put voltage to the speaker with the main flow in the wind tunnel
turned off, and the calibration was used to set the jet velocity in
later experiments. The jet velocity is fixed by the frequency and
amplitude of the displacement of the speaker diaphragm, which
causes a pressurization of the cavity relative to the pressure at the
jet exits. The dynamic pressure of the flow through the test section
is about 2.4 Pa at the jet location. Since the test section exits to
atmosphere, the dynamic pressure results in an average pressure
of 2.4-Pa vacuum in the cavity, and a 2.4-Pa pressure difference
across the speaker diaphragm. This pressure is much smaller than
the pressure experienced by the speaker when driving the jets, and
is not expected to influence its motion. If the amplitude of the
diaphragm motion is unchanged by the presence of flow in the test

section, the jets should drive approximately the same mass flow
through the holes with the wind tunnel on or off. The jet velocity
at the exit plane will presumably be affected by the mean flow,
however.

The measured maximum jet exit velocity was 9.4 m/s for most
of the cases presented below. Given the sensor length and the
diameter of the holes, the measured velocity is an average over the
middle 30% of the jet. The Reynolds number based on this veloc-
ity and the jet diameter is 500. At this Reynolds number, approxi-
mately 30 diameters would be needed to establish fully developed
laminar flow inside the jet holes. Since the length to diameter ratio
in only 7.5 and the jets are unsteady, the jet velocity is not ex-
pected to have a fully developed parabolic laminar profile, but
rather a more flat profile. Given the averaging due to the sensor
size and the expectation of a flat profile, the instantaneous mean
velocity of the jet is assumed to approximately equal the measured
velocity. Ideally this assumption would be checked with a survey
of velocity across the jet exit plane, but the very small jet diameter
precludes an accurate survey. The uncertainty in instantaneous
mean velocity is, therefore, higher than the 5% uncertainty in the
measured velocity. The uncertainty is estimated to be between 10
and 20%.

Data Processing. In addition to conventional time averaging,
the velocity data were ensemble averaged relative to the time
within each jet oscillation cycle. For this purpose, the speaker
input voltage was digitized simultaneously along with the instan-
taneous velocity data. Data were ensemble averaged at 24 in-
stances within the cycle. At each instance, data were averaged
over 1/180th of the cycle. For each 26-s data trace, this results in
roughly 3000 data points to average for each ensemble. With this
many data points to average over a 26-s time record, the ensemble
averaged results are well resolved and have uncertainties as low as
those given above for the time averaged results. The start of the
cycle was arbitrarily chosen as the instant when the speaker input
voltage crossed from negative to positive. As will be shown be-
low, this roughly corresponds to the beginning of the jets’ outward
pulse.

Results

Jet Velocity. Figure 3 shows a typical time trace of the mea-
sured jet velocity and the speaker input voltage. The frequency of
the input signal was set to a nominal value of 10 Hz~actual value
was 10.5 Hz!. The maximum and average velocities in each out-
ward pulse were 9.4 and 5.9 m/s, respectively. The jet velocity can
be expressed as a blowing ratioB, defined as

Fig. 3 Time trace of jet velocity and speaker input voltage,
F¿Ä0.65
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B5r jetVjet /r`U` ,

wherer jet5r` since the jet fluid comes from the boundary layer,
andU`(52 m/s) is the local free-stream velocity at the jet loca-
tion. For the present casesBmax54.7 during each cycle andBave
53.0 during the outward pulse. The mass flux of the jets can be
compared to the velocity deficit in the boundary layer as

M5@r jetVjet~pD jet
2 /4!S#/@r`U`d* #,

whereS50.118 holes/mm is the number of holes per unit span.
The displacement thickness,d* ~51.08 mm! is the baseline case
value at the jet location. This givesMmax50.258 and Mave
50.162. This could be interpreted to mean that 16% of the bound-
ary layer in terms of displacement thickness is sucked off during
the inflow half of each jet cycle, and then re-injected into the
boundary layer during the outward pulse.

The momentum coefficientcm is defined as the ratio of the jet
momentum to the free-stream dynamic pressure. Using the defi-
nition of Bons et al.@25#,

cm5@r jetVjet
2 ~pD jet

2 /4!S#/@r`U`
2 Chord#,

where the axial chord is 153.6 mm. The maximum value ofcm in
each cycle is 0.0085. The average value ofVjet

2 for the outpulse is
44 m2/s2. This gives an averagecm50.0042.

Figure 3 shows that the speaker input voltage and the jet veloc-
ity are slightly out of phase. The jets lag the input voltage by
about 0.006 s, which is a dimensionless lagDt/T of 0.063, where
T is the jet oscillation period of 0.095 s. The lag is expected, as the
jets respond dynamically to the pressurizing of the cavity in the
airfoil by the speaker, and there is no reason to expect the speaker
voltage and the jet velocity to be exactly in phase. The finite
distance from the speaker to the jet holes~of the order 0.5 m! and
the finite speed of sound~340 m/s! will also lead to a time lag of
the order 1 ms. The time lag increases with distance from the
speaker along the airfoil span. At high jet frequencies, the time lag
causes the jets along the span to be significantly out of phase with
each other. Measurements, however, show that the jet amplitude
along the span is uniform, regardless of the frequency. Variation in
phase along the span could lead to difficulty in practice if attempts
were made to time the jet pulsing to other cyclic events such as
wake passing. It is not an issue in the present study. At the rela-
tively low frequency of 10 Hz, the phase lag was not significant,
and the jets were uniform in both phase and amplitude along the
span.

Pressure Profiles. Pressure profiles were acquired for several
jet amplitudes and jet frequencies. The general finding was that
the jets were effective over a broad frequency range, so long as
the amplitude was sufficiently high. Figure 4 showsCp profiles
for a range of jet amplitudes, with the jet frequency set to
10.5 Hz (F150.65). In all cases there is good agreement between
the data and an inviscid solution for the Pak-B airfoil on the
pressure side and the upstream portion of the suction side. In the
adverse pressure gradient region on the suction side, differences
are clear. Without the jets the boundary layer separates and does
not reattach, as indicated by the region of constantCp values.
With Bmax51.9 the boundary layer still does not reattach, but
there is some sign thatCp is starting to drop at the last pressure
tap. For the cases withBmax54.7 and above, the boundary layer
does not appear to separate. Significant case to case differences in
Cp are present right at the suction peak, but these are likely due to
the injection of the jets at this location and their effect on the flow
over the adjacent pressure tap. The differences diminish rapidly
and are essentially gone by the next downstream measurement
station. Bons et al.@24# demonstrated effective flow control with
Bmax as low as 0.4 in their study. The significantly lower Re in the
present study may explain the need for stronger jets. Figure 5
showsCp profiles for several different jet frequencies withBmax
held approximately constant at about 5. There does not appear to
be any clear separated region in any of the cases with jets. The

suction peak is higher in all the cases with jets than in the baseline
case. This is an expected result, suggesting that the lift will be
higher when the boundary layer is attached. TheF150.65 case
appears to agree most closely with the inviscid solution. The
broad range of effective frequencies agrees with the results of
Bons et al.@25#.

The objective of the present study is not to establish the optimal
jet conditions for the present case, but to investigate in detail a
case in which the jets provide effective flow control. The dimen-
sionless frequencyF150.65 was chosen since it appeared to pro-
vide slightly better results than the other cases in Fig. 5, and
Bmax54.7 was chosen since it was the lowest effective blowing
ratio tested. Figure 6 shows theCp profile for the chosen case
with jets along with the baseline case and the passive bar case of
Volino @5#.

Velocity Profiles. Figure 7 shows mean velocityū8 and tur-
bulent shear stress profiles for the present case, the baseline case,
and the passive bar case. In the baseline case, the mean profiles
show the boundary layer is on the verge of separating at station 7,
is clearly separated at station 8, and the separation bubble grows
through station 11. In the bar case, the boundary layer separates
from the bar. The separation bubble is visible at station 7, and it
grows through station 9. At station 10, the near wall velocities

Fig. 4 Cp profiles, F¿Ä0.65, various blowing ratios

Fig. 5 Cp profiles, B maxÉ5, various F¿
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begin to rise, indicating the beginning of reattachment, and the
mean profile shows clear reattachment at station 11. With the
VGJ’s, the behavior is much different. There is no clear separation
bubble. The mean profile appears to have an attached, laminarlike
shape. The momentum deficit with the jets appears to be signifi-
cantly lower at station 11 than in the case with the bars, indicating
lower losses with the jets.

The ū8 values in the baseline and bar cases are very low at
station 7, as expected since the boundary layer is still laminar. A
peak appears downstream in the shear layer over the separation
bubble. In the bar case,ū8 begins to rise in the near wall region at
station 9, signaling imminent reattachment. At stations 10 and 11,
ū8 in the bar case rises to the high values typical of a transitional
boundary layer. In the jet case,ū8 is high at all stations. At the
upstream locations it is much higher than would be expected for a
turbulent boundary layer. As will be shown below, however, much
of the contribution toū8 is from 10-Hz unsteadiness associated
with the jets and is not turbulence. The turbulent shear stress

profiles show considerable momentum transport in the jet case at
all stations, which helps to explain how the boundary layer re-
mains attached. Unlike in a turbulent boundary layer, the2u8v8
peak is well away from the wall. In the baseline case the shear
layer does not transition to turbulent, and2u8v8 remains near
zero. In the bar case2u8v8 profiles were not acquired.

Figure 8 shows shape factor and momentum thickness as com-
puted from the mean profiles of Fig. 7. The shape factorH pro-
vides a measure of the state of the boundary layer with respect to
separation and transition. The shape factor in the baseline and bar
cases rises rapidly after separation, asd* increases whileu re-
mains nearly constant. In the baseline case the boundary layer
never reattaches. In the bar case, transition and reattachment oc-
cur, causingd* to fall and u to rise. The shape factor begins to
drop toward a turbulent value of about 1.6, but does not reach this
value, indicating that the recovery from the separation is not com-

Fig. 6 Cp profiles, comparison of baseline, passive bar, and
present jet case with B maxÄ4.7 and F¿Ä0.65

Fig. 7 Station 7–11 dimensionless time averaged profiles; comparison of baseline, passive
bar and present jet cases: „a… mean velocity, „b… ū 8, „c… turbulent shear stress

Fig. 8 Time averaged shape factor and momentum thickness
verses streamwise location; comparison of baseline, passive
bar and present jet cases: „a… H, „b… u
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plete. In the jet case, the shape factor remains at a laminar value
of about 2. It never rises to a separated flow value, nor does it
drop to a turbulent value. The momentum thickness provides a
measure of the losses in a boundary layer. If the boundary layer
reattaches before the trailing edge, the suction side boundary layer
losses will be the dominant losses in an LPT passage~Howell
et al. @6#!. In the baseline case the boundary layer does not reat-
tach, so althoughu remains low, high losses would be expected in
the wake downstream of the airfoils. For the bar and jet cases,
however, the boundary layer is attached at the trailing edge. Mo-
mentum thickness is about 20% higher in the bar case, indicating
that the jets are better able to control separation, while causing
lower losses.

Ensemble Average Velocity Profiles. The time averaged pro-
files of Fig. 7 indicate that the jets are effective in controlling the
boundary layer, but they do not explain the mechanism by which
the jets work. Figure 9 shows ensemble averaged mean velocity
profiles. Profiles are shown for nine streamwise stations at 24 time
increments within the jet oscillation cycle. Figures 10 and 11
show the correspondingũ8 and 2ũ8ṽ8 profiles. Examining the
profiles at station 7, the mean profile initially appears to be lami-

nar and attached, and both theũ8 and2ũ8ṽ8 values are near zero,
indicating again that the flow is laminar. Given the phase lag
shown in Fig. 3 between the speaker input and the jets, and the
finite convection time between the jet hole and station 7, one
would expect that the disturbance created by the jet outpulse
should arrive at station 7 att/T50.18. In fact, however, the dis-
turbance is not seen in the mean profile untilt/T50.333. In agree-
ment, the ũ8 and 2ũ8ṽ8 values also rise above zero att/T
50.333. This may suggest that the rising jet velocity must reach a
sufficiently high amplitude before it can significantly affect the
boundary layer. Comparing the observed phase lag and the jet
velocity of Fig. 3 suggests that the jet velocity must be about 8
m/s, corresponding to an instantaneousB54, for the jets to be
effective. Continuing forward in time at station 7, the jets cause a
large disturbance in the mean profiles that continues untilt/T
50.667. The timet/T50.667 corresponds very closely with the
end of the jet outpulse when the phase lag and convection time
from the jet holes to station 7 are considered. The large local
minima and maxima in the mean velocity profiles indicate the jets
are not merely adding turbulence to the boundary layer, but are
inducing some flow structure, most likely streamwise vortices.

Fig. 9 Ensemble averaged dimensionless mean velocity „ŨÕUe… profiles
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These vortices likely cause spanwise variation in the velocity, par-
ticularly at the stations nearest the jets. In the present study, data
were only acquired at one spanwise location. Spanwise surveys
should be considered in future work. Theũ8 and2ũ8ṽ8 profiles
exhibit large peaks in the regions where the mean velocity gradi-
ents are highest in Fig. 9. The2ũ8ṽ8 values have the appropriate
sign, corresponding to the sign ofdŨ/dy in the mean profiles. It
should be noted that the magnitude ofũ8 is smaller in the en-
semble averaged profiles of Fig. 10 than in the time averaged
profiles of Fig. 7. This indicates that much of the contribution to
ū8 in Fig. 7 is due to 10-Hz oscillations and not to turbulence.
After t/T50.667, the mean velocity profile resumes a laminar
shape. There is no tendency toward boundary layer separation.
The boundary layer did not separate in the baseline case at this
station ~Fig. 7!, but the mean profile in the baseline case did
appear closer to separation than in the present case.

Moving to the downstream stations, the leading edge of the
disturbance, as observed in the mean profiles and theũ8 and
2ũ8ṽ8 profiles moves to later values oft/T, as expected since the
disturbance takes some time to convect downstream. The leading

edge of the disturbance appears to move at about 90% of the local
free-stream velocity, which corresponds with the expected leading
edge celerity of a turbulent spot~e.g., Gostelow et al.@26#,
Schulte and Hodson@27#!. The trailing edge of the disturbance
appears to move at about 45% of the local free-stream velocity,
agreeing with the expected trailing edge celerity of a turbulent
spot. Because the leading and trailing edge celerities are different,
the boundary layer is only disturbed by the jets during approxi-
mately 30% of the cycle at station 7, but is disturbed during ap-
proximately 70% of the cycle at station 11. The beginning of the
disturbance at each station is seen simultaneously in the mean
profile and theũ8 and2ũ8ṽ8 profiles of Figs. 9–11. At the trail-
ing edge of the disturbance, return of the mean velocity profile to
a smooth shape corresponds closely with the return of2ũ8ṽ8 to
near zero~see, for example, the profiles at station 8 att/T
50.833 or station 10.5 att/T50.417). Theũ8 profiles, in con-
trast, take somewhat longer to return to an undisturbed condition.
At station 11, for example, there is at least a small near wallũ8
peak at all times, while the2ũ8ṽ8 values are essentially zero
betweent/T50.625 and 0.792.

Fig. 10 Ensemble averaged rms value of dimensionless streamwise fluctuating velocity
„ũ 8ÕUe… profiles
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The flow structure at the downstream stations appears to be less
distinct than at stations 7 and 7.5. Inflection points are still present
in the mean profiles, but the local minima and maxima in the
mean profiles are less sharp. Still, the mean profile shapes and the
multiple peaks in theũ8 and2ũ8ṽ8 profiles, particularly those far
from the wall ~see for example the station 10 profiles of Figs. 10
and 11 betweent/T50.75 and 0.958! are evidence that the flow
structures induced by the jets persist downstream.

After the disturbance caused by the jets passes, the boundary
layer eventually separates at locations between stations 8 and 11.
At station 8.5, for example, the trailing edge of the disturbance
passes at aboutt/T50.9. By t/T50.1 the near wall profile ap-
pears separated. The separation appears to coincide with the return
of ũ8 to near zero. The separation appears to persist until about
t/T50.6, after the start of the next disturbance event. The reat-
tachment within the disturbance event corresponds to the motion
of high ũ8 and 2ũ8ṽ8 into the near wall region att/T50.667.
The same sequence of events is visible at downstream stations. At
station 10.5, for example, the trailing edge of the disturbance has
passed byt/T50.4, but the boundary layer remains attached until
about t/T50.75. Reattachment is visible att/T51, and a near

wall peak emerges at the same time in2ũ8ṽ8. It should be noted
that the separation bubble remains thin at all stations, and never
begins to approach the thickness observed in the baseline flow of
Fig. 7.

The period between the passage of the disturbance and bound-
ary layer separation is believed to indicate a ‘‘calmed’’ region.
Calmed regions have been observed in previous studies to follow
turbulent spots and wake induced turbulent strips. The duration of
the calmed region increases at the downstream stations, since the
trailing edge celerity of the calmed region, shown in Fig. 9 to be
about 0.3 the local free-stream velocity~in agreement with previ-
ous studies of calmed regions!, is slower than the trailing edge
celerity of the disturbed region. Hence at station 8.5 the calmed
region extends forDt/T of about 0.2, while at station 10.5 it
extends forDt/T of about 0.4. The presence of the calmed region
may help to limit the separation bubble thickness.

Figure 12 shows the ensembleũ8 data in a different format.
Contours of near wallũ8 at y50.095 mm (y/Ls50.0004) are
shown in a time-space plot. The horizontal axis shows the dimen-
sionless streamwise location, and the vertical axis indicates the
dimensionless time within the cycle. Two complete cycles are

Fig. 11 Ensemble averaged dimensionless turbulent shear stress „Àũ 8ṽ 8ÕUe
2
… profiles
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shown to better illustrate the periodicity of the event. The data in
the bottom half of the figure is shown again in the top half. In this
format, it is clear that the jet outpulse causes a highũ8 event to
appear ats/Ls50.6 ~station 7! andt/T50.6. This event then pro-
ceeds downstream in a widening wedge of turbulence. The lower
and upper slopes of the wedge indicate its leading and trailing
edge celerities, respectively. Within the wedge, a localũ8 peak is
visible ats/Ls50.7 ~station 8!. This peak indicates that the flow
structure produced by the jets has penetrated very near the wall.
Slightly farther downstream ats/Ls50.75 ~station 8.5! a local
minimum is visible in theũ8 contours. This may indicate that the
flow structure induced by the jets has lifted off the wall slightly.
The mean profiles of Fig. 9, support this, showing lower near wall
mean velocity gradients at station 8.5, which indicates that high
speed fluid is not as effectively brought into the near wall region
at this station. Farther downstream in Fig. 12, theũ8 level in the
turbulent wedge rises again as a fully turbulent boundary layer
begins to develop. Outside of the wedge theũ8 level is very low,
indicating laminar flow.

Figure 13 shows ensemble averaged2ũ8ṽ8 contours aty/Ls
50.0128 in the format of Fig. 12. As in Fig. 12, the wedge of
turbulence is clear. Within the wedge momentum transport is high,
but outside the wedge the flow appears to be laminar.

Figure 14 shows a time-space plot of the local ensemble aver-
aged free-stream velocity. The free-stream velocity varies both
spatially and temporally. Spatially, the shape of the airfoil passage
causes the flow to decelerate. Temporally, when the jets cause a
turbulent event to moves down the surface, it causes the boundary
layer to thicken and accelerates the free-stream. During the lami-
nar and calmed periods the boundary layer is thinner and the
free-stream velocity is lower. Figure 15 shows the local Thwaites
parameter,lu , as computed from the free-stream velocity data of
Fig. 14. In a laminar boundary layer, separation is expected when
lu is less than20.082. With the exception of the turbulent strip,
where the boundary layer is locally accelerated,lu is below
20.082 at most times and locations on the surface, and at some
times is below22. Hence it is not a surprise that the boundary
layer tends to separate when not controlled by turbulence or a
calmed region.

Integral Parameters. Local displacement and momentum
thickness values can be computed from the ensemble mean veloc-
ity profiles of Fig. 9. Momentum thickness is shown in Fig. 16.
Both d* and u grow in the streamwise direction and are about
twice as large in the turbulent region than in the laminar flow
region. The slow growth of the momentum thickness in the non-
turbulent flow indicates that losses should be low in this region, as
might be expected based on the lowũ8 and2ũ8ṽ8 values of Figs.

Fig. 12 Time-space plot of ensemble averaged ũ 8ÕUe at y ÕL s
Ä0.0004

Fig. 13 Time-space plot of ensemble averaged Àũ 8ṽ 8ÕUe
2 at

y ÕL sÄ0.0128

Fig. 14 Time-space plot of ensemble averaged dimensionless
free-stream velocity Ũ` ÕUe

Fig. 15 Time-space plot of ensemble averaged Thwaites ac-
celeration parameter lu
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10 and 11. Ats/Ls50.6 ~station 7!, d* andu in the laminar flow
are both roughly 67% of their values in the baseline case of Volino
@4#. The lower values in the present case may be due to the sup-
pression of the large separation bubble downstream, which
changes the local pressure gradient at station 7. The suction during
the inflow portion of the jet cycle could also be an explanation,
but d* andu are uniformly low in the laminar flow at station 7. If
the suction were causing a thinner boundary layer, one would
expect the effect to be stronger during the time of strongest inflow
into the jet holes. Figure 17 shows the local shape factorH, com-
puted from thed* andu values. Within the turbulent region, the
shape factor remains between 2 and 2.4, which is well above the
expected value of 1.6 for a fully turbulent boundary layer subject
to the strong adverse pressure gradient of the present case. In the
nonturbulent flow,H reaches values as high as 3.4, which is con-
sistent with the observed flow separation.

Skin Friction Coefficient. It is clear from the mean profiles
of Fig. 9 that the local wall shear stress varies greatly during the
jet oscillation cycle. At the upstream stations att/T50.6, for ex-
ample, the jets bring high speed fluid very close to the wall, pro-
ducing a very high mean velocity gradient at the wall. At other
times at all stations, the boundary layer appears very laminarlike,
indicating a relatively low wall shear stress. When the boundary
layer is separated the wall shear goes to zero. Figure 18 shows the

local skin friction coefficientsCf . The white regions with dots
indicate where the flow is separated and the local skin friction is
essentially zero. Ats/Ls50.6 ~station 7! there is a laminar bound-
ary layer withCf50.005 between jet outward pulses. The corre-
sponding momentum thickness Reynolds is about 60. The skin
friction drops in the streamwise direction and the boundary layer
separates ats/Ls50.7 ~station 8!. At t/T50.6 ands/Ls50.6, the
skin friction is much higher, following the jet outpulse. The mo-
mentum thickness Reynolds number is as high as 180, andCf
reaches values as high as 0.014. Moving downstream along this
turbulent region,Cf rapidly drops to 0.001 att/T50.8 ands/Ls
50.75 ~station 8.5!. The turbulence at this time and position is
also low ~Fig. 10!. As stated above, the vortices produced by the
jets appear to quickly bring high speed fluid near the wall, result-
ing in high skin friction and turbulence, but bys/Ls50.75 this
effect may weaken, resulting in lowerCf and ũ8. Moving farther
downstream tot/T51.1 ands/Ls50.85,Cf rises again to as high
as 0.007. The corresponding Reu is about 200 at this time and
location. Cf50.007 is about what one would expect for a fully
turbulent boundary layer with Reu5200, based on the standard
correlationCf50.0256/Reu

0.25 ~Schlichting@33#!.
Figure 18 clearly shows the calmed region described above. It

is the triangular shaped region centered att/T50.4 and s/Ls
50.9 that in the figure is bounded below by the strip of highCf
and above by the separated flow region. Comparing Figs. 12, 13,
16, and 18 shows that the calmed region has low skin friction, low
momentum thickness, and low turbulence. Losses should there-
fore be low for the calmed region, as expected.

A comparison of the momentum thickness and skin friction in
Figs. 16 and 18 is interesting. The wedge of highu overlaps both
the upper portion of the separated flow region and the strip of high
Cf . As shown in the profiles of Figs. 10 and 11, downstream of
s/Ls50.75~station 8.5!, the turbulence and mixing induced by the
jet outpulse initially affects the outer part of the boundary layer
and does not immediately eliminate the separation bubble. Figure
16 shows that this outer region mixing causes a rise in the mo-
mentum thickness. It is only somewhat later and farther down-
stream that this mixing moves into the near wall region, causing
reattachment and highCf . Kaszeta et al.@34# reported a similar
result for flow over the Pak-B airfoil subject to wake passing
events. They observed a time lag between the wake arrival and
near wall transition.

Kaszeta et al.@34# also observed a relation between the tempo-
ral acceleration and deceleration of the flow associated with the
wake passing, and its relation to transition and the thickening and
thinning of the boundary layer. Similarly, a comparison of Figs.

Fig. 16 Time-space plot of ensemble averaged momentum
thickness u in mm

Fig. 17 Time-space plot of ensemble averaged shape factor H

Fig. 18 Time-space plot of ensemble averaged skin friction
coefficient Ct ; white areas with dots indicate separated flow
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15, 16, and 18 show the relation between the local acceleration,u
andCf . The region of overlap between highu and separated flow
corresponds to the region of strong deceleration centered ats/Ls
50.9 andt/T50.85. One could argue that the deceleration inhib-
its reattachment in spite of the mixing in the outer part of the
boundary layer. At slightly latert/T, the flow is accelerated. Un-
der the combination of acceleration and high2ũ8ṽ8 the boundary
layer reattaches.

Open Questions. The first objective of the present study was
to assess the effectiveness of synthetic VGJ’s on separation con-
trol for an LPT airfoil and provide some description of the mecha-
nisms through which the jets work. This has been addressed
above. The second objective was to use these results to generate
questions for further consideration. These are discussed below.

What is the effect of jet frequency on flow control? In the
present case, withF150.65, the airfoil boundary layer at any
given time was approximately half disturbed by the jets and half
laminar or calmed. The effects of one jet outpulse are present in
the boundary layer at all times. Separation occurred, but the sepa-
ration bubble was small and did not appear to result in any harm-
ful effects. How thick a separation bubble is tolerable? IfF1 were
increased, the duration of each event would be reduced, but more
events would be present in the boundary layer at any given time.
It is not clear what effect this would have. In other studies with
synthetic jets, some have found thatF1 of the order 1, as in the
present study, is most effective~e.g., Seifert and Pack@35#!. Oth-
ers, such as Amitay and Glezer@21# report that under some con-
ditions jets withF1 of the order 10 are more effective. Lowering
the jet frequency might be beneficial. Losses appear to be gener-
ated primarily in the flow disturbed by the jets, while the flow
between these events is laminar or calmed with low losses. Re-
ducing F1 could presumably result in a smaller fraction of the
airfoil covered by disturbed flow at any time. At some point, how-
ever, if the jets are too widely spaced, the flow will become un-
controlled at times and revert to the large separation bubble of the
baseline case. Based on the trailing edge celerity of the disturbed
flow, if F1 were reduced below 0.45, there would be instances
within the jet cycle when no disturbances would be present in the
boundary layer. IfF1 were reduced below 0.3, there would be
times when neither disturbed or calmed flow would be present. In
flow around a single airfoil, Seifert and Pack@35# found that jets
with F1 between 0.5 and 1.5 were most effective at all Re, but
that with F150.25 the jets were ineffective. Bons et al.@25#, in
contrast, found that their VGJ’s were effective atF1 as low as
0.1. They suggested that the more controlled nature of the LPT
flow, where adjacent airfoils provide covered turning, might ex-
plain the lower effectiveF1 in their study. It should be noted that
the Bons et al.@25# experiments were conducted at a Reynolds
number of 60,000, where separation effects are not as severe as in
the present case with Re525,000.

What is the effect of jet amplitude on flow control? The pres-
sure profiles of Fig. 4 indicate that the jet amplitude must be
sufficiently high for the jets to be effective. It is expected that
using a higher amplitude than necessary will result in higher
losses, but the extent to which the losses would increase is not
known. Volino@5# using passive bars found that cases with a small
separation bubble followed by reattachment had lower losses than
cases in which the boundary layer was tripped to turbulent to
prevent separation. Low amplitude jets could potentially produce
a similar effect.

What is the effect of jet wave form? In the present case the
speaker was driven with a sine wave input. A square wave with a
short duty cycle, as in the study of Bons et al.@25#, might be
better. By keeping the duty cycle short, the amount of calmed flow
relative to disturbed flow could be increased. This might allow a
reduction of losses without a sacrifice of separation control.

What is the effect of jet inflow? The outward flow portion of
each jet cycle appears to dominate the flow control. It is possible,

however, that the inflow may help reduce the boundary layer
thickness in the undisturbed flow periods and help reduce separa-
tion effects. A direct comparison of cases at the same Re using
synthetic VGJ’s and pulsed VGJ’s could help answer this ques-
tion.

What is the effect of jet geometry? The VGJ’s are clearly ef-
fective. Through the generation of streamwise vortices they ap-
pear to provide more mixing than would be produced with normal
jets that simply produced turbulence. The relative magnitudes of
the effects of turbulence and streamwise vortices in enhancing
mixing are uncertain. Might the generation of turbulent spots with
a normal jet be sufficient? Which would result in lower losses?

What are the effect of Reynolds number and free-stream turbu-
lence level? The baseline cases of Volino@4# show that at higher
Re and higher FSTI the boundary layer is more likely to transition
and reattach even without flow control. The generation of calmed
attached flow between jet events could still prove beneficial at
higher Re, however. There would be a tradeoff between the losses
generated by the jets themselves and the reduction in losses the
jets might provide by reducing the separation bubble thickness
and producing low-loss calmed regions. It might be possible to
control the flow at higher Re with significantly lower blowing
ratios than in the present case. Natural transition in the undis-
turbed flow between jet events and its interaction with calmed
regions would be an added complication at higher Re not seen in
the present study. If the Re were sufficiently high so that separa-
tion did not occur in the uncontrolled case, it is unlikely that the
jets would provide any benefit. Schulte and Hodson@27# noted
that the presence of calmed regions produced by unsteady wake
passing could not significantly lower the losses in an already at-
tached boundary layer.

Conclusions
1. Synthetic vortex generator jets proved effective for control-

ling boundary layer separation on an LPT airfoil at very low Rey-
nolds numbers. The separation bubble was effectively eliminated,
and losses were lower than in a similar case with passive flow
control.

2. The VGJ’s prevent separation by bringing high momentum
fluid into the near wall region and by promoting momentum trans-
port through turbulent mixing.

3. The disturbance produced by the VGJ’s behaves in many
ways like the disturbance associated with a turbulent spot or a
wake induced turbulent strip. The leading edge celerity of the
disturbance is approximately 0.9U` , and the trailing edge celerity
is about 0.45U` . A calmed region with a trailing edge celerity of
0.3U` follows the disturbance. The calmed region is resistant to
separation.

4. The adverse pressure gradient in the present case was strong
enough so that the boundary layer did separate after the passage of
the calmed flow. The separation bubble remained thin, however.
The appearance of a disturbance did not immediately induce reat-
tachment. The disturbance appeared initially in the outer part of
the boundary layer. After some lag time the disturbance spread
into the near wall region and caused reattachment.

5. While much has been learned regarding the effectiveness
and physics of synthetic VGJ’s in LPT flows, many questions
remain regarding their applicability under different flow condi-
tions and their optimal design. These questions have been dis-
cussed.
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Nomenclature

B 5 blowing ratio
Cf 5 skin friction coefficient
Cp 5 2(PT2P)/rUe

2, pressure coefficient
cm 5 momentum coefficient
D 5 diameter

F1 5 (0.442Ls)/(UeT), dimensionless frequency
FSTI 5 free-stream turbulence intensity

H 5 d* /u, shape factor
K 5 (n/U`

2 )(dU` /ds), acceleration parameter
Ls 5 suction surface length
M 5 jet to boundary layer mass flux ratio
P 5 pressure

PT 5 upstream stagnation pressure
Re 5 UeLs /n, exit Reynolds number

Reu 5 momentum thickness Reynolds number
S 5 jet holes per unit span
s 5 streamwise coordinate, distance from leading edge
T 5 jet oscillation period
t 5 time

U 5 mean streamwise velocity
U` 5 local free-stream velocity
Ue 5 nominal exit free-stream velocity, based on inviscid

solution
Vjet 5 jet velocity
ū8 5 time averaged rms streamwise fluctuating velocity
ũ8 5 ensemble averaged rms streamwise fluctuating veloc-

ity
2u8v8 5 time averaged turbulent shear stress
2ũ8ṽ8 5 ensemble averaged turbulent shear stress

y 5 cross-stream coordinate, distance from wall
d* 5 displacement thickness
lu 5 Reu

2 K, Thwaites parameter
n 5 kinematic viscosity
r 5 density
u 5 momentum thickness

Subscripts

ave 5 average over jet outpulse
jet 5 jet condition

max 5 maximum in jet cycle
` 5 free stream
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Heat Transfer Coefficients on the
Squealer Tip and Near-Tip
Regions of a Gas Turbine Blade
With Single or Double Squealer
Detailed heat transfer coefficient distributions on a gas turbine squealer tip blade were
measured using a hue detection based transient liquid-crystals technique. The heat trans-
fer coefficients on the shroud and near tip regions of the pressure and suction sides of a
blade were also measured. Squealer rims were located along (a) the camber line, (b) the
pressure side, (c) the suction side, (d) the pressure and suction sides, (e) the camber line
and the pressure side, and (f) the camber line and the suction side, respectively. Tests were
performed on a five-bladed linear cascade with a blow down facility. The Reynolds num-
ber based on the cascade exit velocity and the axial chord length of a blade was 1.1
3106 and the overall pressure ratio was 1.2. Heat transfer measurements were taken at
the three tip gap clearances of 1.0%, 1.5%, and 2.5% of blade span. Results show that the
heat transfer coefficients on the blade tip and the shroud were significantly reduced by
using a squealer tip blade. Results also showed that a different squealer geometry ar-
rangement changed the leakage flow path and resulted in different heat transfer coeffi-
cient distributions. The suction side squealer tip provided the lowest heat transfer coeffi-
cient on the blade tip and near tip regions compared to the other squealer geometry
arrangements.@DOI: 10.1115/1.1626684#

Introduction
Due to the pressure difference between the blade pressure and

suction side, hot gas leaks through the gap between the blade tip
and the shroud. This flow, called leakage flow, causes thin bound-
ary layer and high heat transfer coefficient on the blade tip. The
hot leakage flow is the major cause of blade tip failures. To reduce
the leakage flow and heat transfer on the tip, the blades of modern
gas turbines typically have a recessed cavity at the tip and are
called squealer tip blades. The cavity acts as a labyrinth seal to
increase flow resistance and thus reduces leakage flow.

Recently, many experimental studies for the squealer tip blade
have been conducted in a cascade environment. Azad et al.@1,2#
studied the heat transfer on the first stage blade tip of an aircraft
engine turbine (GE-E3). They presented the effects of tip gap
clearance and free-stream turbulence intensity level on the de-
tailed heat transfer coefficient distributions for both plane and
squealer tips under engine representative flow conditions. Azad
et al.@3# also studied the effect of squealer geometry arrangement
on gas turbine blade tip heat transfer and found that the location of
the squealer rim could change the leakage flow and result in dif-
ferent heat loads to the blade tip. They also found that the suction
side squealer provided best sealing to leakage flow among all the
cases they studied. Kwak and Han@4,5# presented heat transfer
coefficients on the tip and near tip regions of both plane and
squealer tip blades. They showed that the squealer tip could re-
duce heat transfer coefficients on the tip and near tip regions.

Kwak and Han@6,7# also studied heat transfer and film cooling
effectiveness on both plane and squealer tip blades. Their results
showed that the film cooling effectiveness on the squealer tip was
much higher than that on the plane tip. Dunn and Haldeman@8#
measured time averaged heat flux at a recessed blade tip for a
full-scale rotating turbine stage at transonic vane exit conditions.
Their results showed that the heat transfer coefficient~Nusselt
number! at the mid and rear portion of the cavity floor is on the
same order as the blade leading edge value. Yang and Diller@9#
studied local heat transfer coefficients at several locations on a
turbine blade tip model with a recessed cavity~squealer tip! in a
stationary linear cascade. Papa et al.@10# measured average and
local mass transfer coefficients on a squealer tip and winglet-
squealer tip using the naphthalene sublimation technique. They
also presented the flow visualization on the tip surface using an oil
dot technique. Metzger et al.@11# and Chyu et al.@12# investi-
gated heat transfer in a rectangular grooved tip model. They
showed that the heat transfer in the upstream end of the cavity was
greatly reduced compared to the flat tip, however, at the down-
stream of the cavity, the heat transfer levels for the grooved tip
were higher due to flow reattachment inside the cavity. They also
showed that the effect of the shroud velocity on the heat transfer
coefficient was very small. Heyes et al.@13# studied tip leakage
flow on plane and squealer tips in a linear cascade and concluded
that the use of a squealer tip, especially a suction-side squealer tip,
was more beneficial than a flat tip. Kim et al.@14# and Kim and
Metzger@15# studied heat transfer and film cooling effectiveness
using a two-dimensional~2D! rectangular tip model.

Researchers have also studied heat transfer on the plane tip
blade. Mayle and Metzger@16#, Metzger and Rued@17#, and Rued
and Metzger@18# performed heat transfer studies using a simpli-
fied tip-simulated model. Metzger et al.@19# measured local heat
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flux using heat flux sensors in a rotating turbine rig with two
different tip gaps. Bunker et al.@20# investigated the detailed heat
transfer coefficient distribution on the blade tip surface using hue
detection based liquid crystal technique. They measured the heat
transfer coefficient at three tip gaps and two free-stream turbu-
lence levels with both sharp and rounded edges. Bunker and
Bailey @21# studied the effect of squealer cavity depth and oxida-
tion on turbine blade tip heat transfer. They showed that the effect
of cavity depth is not uniform over the entire tip cavity surface,
but generally a deeper cavity produced lower heat transfer coeffi-
cients. Their results also showed that blade tip heat transfer had
low sensitivity to clearance gap magnitude. Teng et al.@22# mea-
sured the heat transfer coefficients and static pressure distributions
of a turbine blade tip region in a large-scale low-speed wind tun-
nel facility using a transient liquid crystals technique. Rhee et al.
@23# studied the local heat/mass transfer on the stationary shroud
with blade tip clearances for flat tip geometry. They used the
naphthalene sublimation method and concluded that the heat/mass
transfer characteristics changed significantly with the gap clear-
ance. Jin and Goldstein@24,25# measured local mass transfer on a
simulated high pressure turbine blade and near tip surfaces. They
showed that the averaged mass transfer rate on the tip surface was
much higher than that on the suction and the pressure surface.

Numerical studies to investigate blade tip heat transfer also
have been conducted. Ameri and Steinthorsson@26,27# predicted
heat transfer on the tip of the SSME~Space Shuttle Main Engine!
rotor blade. Ameri et al.@28# also predicted the effects of tip gap
clearance and casing recess on heat transfer and stage efficiency
for several squealer blade tip geometries. Ameri and Bunker@29#
performed a computational study to investigate the detailed heat
transfer distributions on blade tip surfaces for a large power gen-
eration turbine and compared the result with the experimental data
of Bunker et al.@20#. Ameri and Rigby@30# also calculated heat
transfer and film-cooling effectiveness on film cooled turbine
blade models. Ameri@31# predicted heat transfer and flow on the
blade tip of a gas turbine equipped with a mean-camber line strip.
Numerical studies to investigate the heat transfer on the squealer
tip blade also have been conducted by Ameri et al.@32# and Yang
et al. @33,34#

Most of the above referenced studies focused on the heat trans-
fer coefficient on the blade tip surface only. The present study
applies a hue detection based transient liquid-crystals technique to
obtain the heat transfer coefficient on the tip surface, shroud, and
near tip region of the blade pressure and suction side of the blade
with a single or double squealer. This study provides comprehen-
sive information about the heat transfer coefficient on the tip and
near the tip regions with the single or double squealer blade tip.
The effect of the squealer rim arrangement on the heat transfer
coefficient is also presented. The results are compared with the
plane tip and the double squealer tip results~Kwak and Han
@4,5#!.

Experimental Setup
Figure 1 shows the schematic of the test facility. The detailed

description of the test facility can be found in Kwak and Han
@4,5#. The turbulence intensity measured 6 cm upstream of the
center was 9.7%. The turbulence length scale was estimated to be
1.5 cm. The tip gaps used for this study were about 1.0%, 1.5%,
and 2.5% of the blade span~12.2 cm!. The definitions of blade tip
and shroud are also shown in the upper part of Fig. 2.

The blade had a 12.2-cm span and an 8.61-cm axial chord
length. This was three times larger than the dimension of a GE-E3

blade tip profile. Each blade had a constant cross section for the
entire span as shown in the lower part of Fig. 2. Figure 3 shows
the heat transfer measurement blade. The lower portion of the
blade was made of aluminum, and the upper portion consisted of
an inner aluminum rim with a cavity. The outer removal shells
were made of a polycarbonate with low thermal conductivity. Car-
tridge heaters were inserted into the blade to heat the aluminum

core and consequently the outer polycarbonate shell. For the heat
transfer measurement on the shroud, a 300-W plate heater was
used to heat the shroud plate and was removed before the test.
Figure 4 shows a detailed view of the removable blade tips with
different squealer arrangements. A squealer rim was placed along
(a) the camber line~CL!, (b) the pressure side~PS!, (c) the
suction side~SS!, (d) the pressure and suction sides (PS1SS),
(e) the camber line and the pressure side (CL1PS), and (f ) the
camber line and the suction side (CL1SS), respectively. The
thickness and height (H) of the squealer rim is 0.229 and 0.508
cm, respectively. The height of the squealer rim is about 4.2% of
the blade span.

During the blow down test, the cascade inlet and exit air ve-
locities were 85 and 199 m/s, respectively, and the inlet and exit

Fig. 1 Schematic of blow down facility

Fig. 2 Definition of blade tip and shroud
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Mach numbers were 0.25 and 0.59, respectively. The Reynolds
number based on axial chord length and exit velocity was 1.1
3106. The inlet total pressure (Pt) was 126.9 kPa, and the exit
static pressure (P) was 102.7 kPa, which gave an overall pressure
ratio (Pt /P) of 1.2. Azad et al.@1,2# described the detailed flow
conditions, including the flow periodicity in cascade.

Heat Transfer Measurement Theory
A hue detection based transient liquid-crystals technique was

used to measure the heat transfer coefficient on the blade tip. The
local heat transfer coefficient over a liquid-crystals coated surface
can be obtained using a one-dimensional semi-infinite solid as-
sumption with convective boundary condition at the test surface.
The solution for the 1D transient conduction equation at the sur-
face (x50) is

Tw2Ti

Tm2Ti
512expS h2at

k2 DerfcS hAat

k D . (1)

By knowing the initial temperature (Ti) of the test surface, the
mainstream~recovery! temperature (Tm) at the cascade inlet, and
the color change temperature (Tw) at time t, the local heat trans-
fer coefficient (h) can be calculated from Eq.~1!. If the main-

stream temperature changes with time, the varying temperature
can be represented as a series of step changes. Using Duhamel’s
superposition theorem, Eq.~1! can be written as follows:

Tw2Ti5$Tm,02Ti%3FS hAat

k D 1(
i 51

n FFS hAa~ t2t i !

k DDTm,i G
(2)

whereF(x)512exp(x2)erfc(x), andDTm is step changes in the
mainstream.

The experimental uncertainty was calculated by the methods of
Kline and McClintock@35#. Note that the blade tip material~poly-
carbonate! has a very low thermal conductivity of 0.18 W/m K.
The liquid crystals color change transition occurs at the surface
which is kept at a uniform initial temperature. Test duration is
smaller~10–30 sec! than the time required for the temperature to
penetrate the full thickness of the blade tip material. Thus a 1D
transition, semi-infinite solid assumption is valid throughout the
surface, except near the tip edges. The individual uncertainties in
the measurement of the time of color change (Dt560.5 sec), the
mainstream temperature (DTm560.5°C), the color change tem-
perature (DTw560.2°C), the initial temperature (DTi

561°C), and the blade tip material properties (Da/k2565%)
were included in the calculation of the overall uncertainty of heat
transfer coefficient. The uncertainty for the local heat transfer co-
efficient was estimated to be68%. However, the uncertainty near
the blade tip edge might be much greater up to 15% due to the 2D
heat conduction effect. The uncertainty in the high heat transfer
region also might be higher due to the short color change time.

Heat Transfer Measurement and Results
Two different liquid crystals were used in this study. The 20°C

bandwidth liquid crystals~R34C20W, Hallcrest! were used to
measure the initial temperature of the test surface, and the 4°C
bandwidth liquid crystals~R29C4W, Hallcrest! were used to mea-
sure the color changing time. Figure 5~a! shows the results of the
calibration for both liquid crystals.

Before the transient test, the initial temperature of the test sur-
face was measured using the 20°C bandwidth liquid crystals and
Fig. 5~b! presents the initial temperature on the tip (C51.5%,
squealer along the suction side case!.

After the initial temperature measurement on the test surface,
the transient timet in Eq. ~2! was measured using the 4°C band-
width liquid crystals and the local heat transfer coefficienth was
calculated from Eq.~2!. The test duration time was short enough
~10–30 sec! to make a 1D semi-infinite solid assumption. The
detailed experimental procedure was described by Kwak and Han
@4,5#.

Heat Transfer Coefficient on the Blade Tip. Figure 6 shows
the heat transfer coefficient on the blade tip with different tip
geometries. The squealer along the PS1SS case and the plane tip
case~Figs. 6~d! and ~g!! are presented for comparison. The de-
tailed results of the plane tip and the squealer along the PS1SS

Fig. 3 Heat transfer measurement blade

Fig. 4 Geometry of squealer tips
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cases are discussed by Kwak and Han@4,5#. Due to the shadow of
the squealer rim, data near the squealer rim could not be obtained.
Compared to the plane tip case~Fig. 6~g!!, the squealer tip cases
~Figs. 6~a!–~f !! show much lower heat transfer coefficient. How-
ever, the heat transfer coefficient on the squealer rim is compa-
rable to the high heat transfer coefficient of the plane tip case. For
the squealer tip cases, the heat transfer coefficient on the squealer
rim is generally higher than on the tip surface.

For the squealer along the camber line case~Fig. 6~a!!, the heat
transfer coefficient between the suction side and the squealer rim
is higher than between the pressure side and the squealer rim. This
is caused by reattachment of the leakage flow. The leakage flow
reattaches to the tip surface as shown in Fig. 7~a! and results in a
high heat transfer coefficient. Figure 7 shows the conceptual view
of the flow leakage near the tip region. If the squealer is located
along the camber line as shown in Fig. 7~a!, the leakage flow
reattaches to the tip surface near the suction side and results in a
high heat transfer coefficient in that region. A leakage vortex ex-
ists near the blade suction side. For the squealer along the pressure
side case~Fig. 7~b!!, a recirculation flow exists near the pressure
side squealer rim, which results in a low heat transfer coefficient
on the tip surface near the pressure side squealer rim. A reattach-
ment exists between the suction side and the squealer rim and
causes a higher heat transfer coefficient. If the squealer is located
along the suction side~Fig. 7~c!!, a recirculation region exists near
the squealer rim. For the double squealer case~Fig. 7~d!!, the
leakage flow reattaches to the tip surface near the suction side or
to the suction side squealer rim, which results in a higher heat
transfer coefficient on the tip surface near the suction side. The
recirculation flow exists near the pressure side squealer rim and
causes a relatively low heat transfer coefficient on the cavity sur-

Fig. 5 „a… The relation between hue and temperature „b… Initial
temperature on the tip for the squealer along suction side and
CÄ1.5% case

Fig. 6 Heat transfer coefficient on the tip, „a… squealer along CL; „b… squealer along PS; „c… squealer along
SS; „d… squealer along PS ¿SS „Kwak and Han †5‡…; „e… squealer along CL ¿PS; „f … squealer along CL
¿SS; „g… plane tip „Kwak and Han †4‡…
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face near the pressure side. For the squealer along the camber line
and the pressure side case~Fig. 7~e!!, the leakage flow reattaches
to the tip surface between the camber line squealer and the suction
side edge. Between the two squealer rims, a recirculation flow
exists. If the squealer rims are located along the camber line and
the suction side as shown in Fig. 7~f !, a recirculation flow exists
between two squealer rims.

For the squealer along camber line case~Fig. 6~a!!, as the tip
gap clearance increases, the heat transfer coefficient on the tip
increases. Figure 6~b! shows heat transfer coefficient on the tip
with a squealer along the pressure side. The overall heat transfer
coefficient for this case is smaller than in the plane tip case~Fig.
6~g!!, but larger than in the squealer along the camber line case
~Fig. 6~a!! or the double squealer cases~Figs. 6~d!–~f !!. There is
a high heat transfer coefficient region near 20–30% of the blade
chord, and this could be caused by the reattachment of the leakage
flow. Near the trailing edge, the separated leakage flow creates a
recirculation zone near the squealer rim, which results in a low
heat transfer coefficient near the trailing edge. As the tip gap
increases, the heat transfer coefficient on the tip increases. Figure
6~c! presents the heat transfer coefficient on the tip with a squealer
along the suction side. The overall heat transfer coefficient on the
tip for this case is smaller than in the other cases. There is a
relatively low heat transfer coefficient region on the tip surface
near the squealer rim close to the leading edge. This is caused by
recirculation of the flow near the squealer rim as shown in Fig.
7~c!. As the tip gap increases, the overall heat transfer coefficient
on the tip surface slightly increases. Figure 6~e! shows the heat
transfer coefficient on the tip with squealer along the camber line
and the pressure side. A high heat transfer coefficient region exists
near the blade leading edge. A relatively high heat transfer region
also can be seen near the blade suction side of about 20–40% of
the blade chord. This region is caused by the reattachment of the
leakage flow as shown in Fig. 7~e!. The heat transfer coefficients
near the trailing edge are low because of the flow recirculation
near the pressure side squealer. As the tip gap clearance increases,
the heat transfer coefficients between the two squealer rims near
20–30% of the blade chord increases. The overall heat transfer
coefficient slightly increases as the tip gap clearance increases.
Figure 6~f ! presents heat transfer coefficients on the tip with
squealer along the camber line and the suction side. A relative
high heat transfer coefficient exists near the leading edge and
between the two squealer rims near 20% of the blade chord. A

higher heat transfer coefficient can be found near the camber line
squealer close to the trailing edge. As the recirculation flow be-
tween the two squealer rims exits near this region, the heat trans-
fer coefficient in the region is increased. The overall heat transfer
coefficient on the tip with squealer along the camber line and the
suction side provides the lower value compared with the other
double squealer cases.

Heat Transfer Coefficient on the Shroud Surface. Figure 8
presents the heat transfer coefficient distribution on the shroud.
The squealer along the PS1SS case and the plane tip case~Figs.
8~d! and~g!! are presented for comparison. The detailed results of
the plane tip and the squealer along the PS1SS cases are dis-
cussed by Kwak and Han@4,5#. Compared to the plane tip case
~Fig. 8~g!!, the squealer tip cases~Figs. 8~a!–~f !! show much
lower heat transfer coefficients.

For all cases, the heat transfer coefficient on the shroud above
the suction side is higher than above the pressure side. For the
plane tip case, the high heat transfer coefficient region begins
above the pressure side edge of the blade tip and extends down-
stream from the suction side. For the squealer tip cases~Figs.
8~a!–~f !!, however, the high heat transfer coefficient region be-
gins above the squealer rim. The flow leaked between the rim and
the shroud can impinge on the shroud and results in a high heat
transfer coefficient downstream from the squealer rim. Generally,
the overall heat transfer coefficient increases as the tip gap clear-
ance increases.

The overall heat transfer coefficient on the shroud above the
blade tip is lowest for the squealer along the suction side case
~Fig. 8~c!!.

Heat Transfer Coefficient on the Near Tip Region of the
Pressure Side. Figure 9 shows the heat transfer coefficient dis-
tribution on the near tip region of the pressure side. The height of
the test area was about 2.5 cm from the tip~about 20% of the
blade span!. The squealer along the PS1SS case and the plane tip
case~Figs. 9~d! and ~g!! are presented for comparison. The de-
tailed results of the plane tip and the double squealer tip cases are
discussed by Kwak and Han@4,5#.

All cases show that the heat transfer coefficient near the trailing
edge is higher than near the mid chord region. This can be caused
by the boundary layer transition on the pressure side surface. The
heat transfer coefficient very near the blade tip is higher than far

Fig. 7 The conceptual view of the flow leakage near the tip region
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below the blade tip. The entrance effect of the leakage flow in-
creases the heat transfer coefficient on the near tip region as
shown in Fig. 7.

The heat transfer on the pressure side is not affected much by
squealer arrangement or tip gap clearance. All cases show a simi-
lar trend and value of the heat transfer coefficient.

The maximum value of the heat transfer coefficient on the near
tip of the pressure side is about 500 W/m2 K, which is about 50%
of the maximum value on the tip surface. The overall heat transfer
coefficient on the pressure side is generally lower than on the tip
or the shroud surface.

Heat Transfer Coefficient on the Near Tip Region of the
Suction Side. Figure 10 shows the heat transfer coefficient dis-
tribution on the near tip region of the suction side. The height of
the measurement region was about 20% of the blade span. The
squealer along the PS1SS case and the plane tip case~Figs. 10~d!
and~g!! are presented for comparison. The detailed results of the
plane tip and the double squealer tip cases are discussed by Kwak
and Han@4,5#.

All cases show a high heat transfer coefficient region along the
suction side tip. The high heat transfer coefficient in the region is
caused by the leakage vortex. As the leakage flow exits from the
tip gap, the leakage flow separates from the tip surface or the
squealer rim and forms a leakage vortex due to the interaction

with the mainstream flow. For the plane tip case~Fig. 10~g!!, the
path of the leakage vortex can be seen clearly. There is a lower
heat transfer coefficient region between the suction side tip and
the trace of leakage vortex due to separation of the leakage flow.
For the camber line squealer case~Fig. 10~a!! and the pressure
side squealer case~Fig. 10~b!!, the heat transfer coefficient in the
trace of the leakage vortex is higher than for the plane tip case and
the trace of the leakage vortex is very close to the tip. The leakage
flow separated from the squealer rim forms the leakage vortex
earlier than in the plane tip case and results in a stronger leakage
vortex near the suction side surface. The heat transfer coefficient
in the trace of the leakage vortex is highest for the pressure side
squealer case. The pressure side squealer case has a longer dis-
tance between the squealer rim and the suction side, which may
increase the possibility of a leakage vortex to develop. The stron-
ger vortex results in a higher heat transfer coefficient on the suc-
tion side surface. For the suction side squealer case~Fig. 10~c!!,
the peak heat transfer coefficient in the trace of the leakage vortex
is smaller than in the other single squealer cases. The heat transfer
coefficients on the tip and the shroud for this case show lower
values than for the other cases, and this indicates that the amount
of the leakage flow for the suction side squealer case is less than
that of the other cases. The reduced leakage flow results in a
weaker leakage vortex on the blade suction side. Also, the sepa-

Fig. 8 Heat transfer coefficient on the shroud, „a… squealer along CL; „b… squealer along PS; „c… squealer
along SS; „d… squealer along PS ¿SS „Kwak and Han †5‡…; „e… squealer along CL ¿PS; „f … squealer along
CL¿SS; „g… plane tip „Kwak and Han †4‡…
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ration of the leakage vortex on the suction side squealer rim de-
creases the possibility of leakage flow development. For the
squealer along the pressure side and the suction side case~Fig.
10~d!!, the heat transfer coefficient on the suction side near the tip
is not sensitive to the tip gap clearance. The heat transfer coeffi-
cients for all the tip gap cases show a similar trend and value. For
the squealer along the camber line and the pressure side case~Fig.
10~e!!, the heat transfer coefficient on the suction side near the tip
increases as the tip gap clearance increases. The trace of the leak-
age vortex is very close to the tip, and the heat transfer coefficient
in that corner region is higher than for the other double squealer
cases. In this case, the leakage flow separated from the squealer
rim may form the leakage vortex earlier than in the other double
squealer cases and results in a stronger leakage vortex. A stronger
leakage vortex results in a higher heat transfer coefficient on the
suction side. The squealer along the camber line and the suction
side case~Fig. 10~f !! shows a similar distribution of the heat
transfer coefficient to the squealer along the camber line and the
pressure side case.

For all cases, the heat transfer coefficient decreases toward the
trailing edge as the leakage vortex becomes weaker.

The overall heat transfer coefficient on the suction side is high-
est for the pressure side squealer case and lowest for the squealer
along the pressure and suction sides case. The maximum value of
the heat transfer coefficient is about 70% of that on the tip and is
comparable with a maximum value on the shroud surface.

Averaged Heat Transfer Coefficient. Figures 11 and 12~a!–
~c! present the averaged heat transfer coefficient on the tip, the
shroud, the pressure side and the suction side, respectively. The
local heat transfer coefficients are averaged at the givenX/Cx
location.

On the tip ~Fig. 11!, the averaged heat transfer coefficient on
the squealer rim is generally higher than on the tip surface. Gen-
erally, the averaged heat transfer coefficient decreases asX/Cx
increases for the camber line squealer case and the pressure side
squealer case. However, the suction side squealer case shows a
reverse trend. For the shroud~Fig. 12~a!!, the averaged heat trans-
fer coefficient increases asX/Cx increases, while the averaged
heat transfer coefficient on the suction side~Fig. 12~c!! decreases
as X/Cx increases. The averaged heat transfer coefficient on the
pressure side shows a high value near the leading edge (X/Cx
50) and a minimum nearX/Cx50.1. BetweenX/Cx50.1 and
X/Cx51, the averaged heat transfer coefficient gradually in-
creases asX/Cx increases due to the boundary layer transition.

Conclusions
The major findings based on the experimental results are as

follows:

1. By using a squealer tip blade, the heat transfer coefficient on
the blade tip and the shroud was significantly reduced. How-
ever, the reduction in the heat transfer coefficient on the
blade pressure and suction side was not remarkable.

2. The location of the high heat transfer region varied by
changing the arrangement of the squealer rim. Generally, the
heat transfer coefficient on the rim is higher than on the tip
surface.

3. The overall heat transfer coefficient on the tip for the suction
side squealer case was lower than other squealer tip arrange-
ment cases.

Fig. 9 Heat transfer coefficient on the near tip region of the pressure side, „a… squealer along CL; „b…
squealer along PS; „c… squealer along SS; „d… squealer along PS ¿SS „Kwak and Han †5‡…; „e… squealer
along CL ¿PS; „f … squealer along CL ¿SS; „g… plane tip „Kwak and Han †4‡…
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Fig. 10 Heat transfer coefficient on the near tip region of the suction side, „a… squealer along CL; „b…
squealer along PS; „c… squealer along SS; „d… squealer along PS ¿SS „Kwak and Han †5‡…; „e… squealer
along CL ¿PS; „f … squealer along CL ¿SS; „g… plane tip „Kwak and Han †4‡…

Fig. 11 Averaged heat transfer coefficient on the tip
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4. The heat transfer coefficient on the shroud upstream from
the squealer rim was much lower than on the shroud down-
stream from the squealer rim.

5. Generally, the heat transfer coefficient on the pressure side
was laterally uniform. The effect of tip gap clearance and the
arrangement of the squealer rim on the pressure side heat
transfer coefficient was small. The overall heat transfer co-
efficient on the pressure side was lower than on the other
surfaces.

6. The trace of the leakage vortex can be seen on the suction
side and the overall heat transfer coefficient on the suction
side was comparable with that on the shroud. The distribu-
tion of the heat transfer coefficient on the suction side varied
as the geometry of the blade tip changed, but it was insen-
sitive to the tip gap clearance.

7. Generally, the heat transfer coefficients on the tip surface,
the shroud, and suction side increased slightly as the tip gap
clearance increased. However, the heat transfer coefficient
on the blade pressure side was insensitive to the tip gap
clearance.

The observations and conclusions from this study are limited to
stationary blades. Cautions should be exercised in extending the
results to rotating blades. In addition, the overall pressure ratio in
this study was lower than in real engine conditions.
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Nomenclature

C 5 Tip clearance gap~% of the blade span!
CL 5 Blade camber line
Cx 5 Axial chord length of the blade~8.61 cm!
h 5 Local convective heat transfer coefficient (W/m2 K)
H 5 Height of the squealer rim~4.2% of the blade span!
k 5 Thermal conductivity of blade tip material~0.18

W/m K!
LE 5 Leading edge of the blade
PS 5 Blade pressure side

t 5 Transition time for liquid crystals color change
TE 5 Trailing edge of the blade
Ti 5 Initial temperature of the test surface

Tm 5 Temperature of the mainstream at the cascade inlet
~recovery temperature!

Tw 5 Color change temperature of the liquid crystals
SS 5 Blade suction side
X 5 Axial distance~cm!
a 5 Thermal diffusivity of blade tip material

(1.2531027 m2/s)
t i 5 Step change of time
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This paper concerns a numerical investigation of the heat and
fluid flow in V-shaped ribbed ducts. The Navier-Stokes equations
and the energy equation are solved in conjunction with a low
Reynolds number k–e turbulence model. The Reynolds turbulent
stresses are computed with an explicit algebraic stress model
(EASM) while the turbulent heat fluxes are calculated with a
simple eddy diffusivity model (SED). Detailed velocity and ther-
mal field results have been used to explain the effects of the
V-shaped ribs and the mechanisms of the heat transfer
enhancement.@DOI: 10.1115/1.1622708#

1 Introduction
Introduction of roughness by ribs in flow passages is a popular

method of enhancing heat transfer in the cooling passages, e.g., of
turbine blades and combustors. The heat transfer and fluid flow in
ribbed ducts have been extensively studied both experimentally
and numerically. A good review can be found in Sunde´n @1#.

Experimental studies have revealed that both downstream and
upstream pointing V-shaped ribs result in better heat transfer en-
hancement than transverse straight ribs of the same geometry.
Secondary flows induced by the angled ribs are believed to be
responsible for this higher heat transfer enhancement. However,
contradiction exists on which pointing direction is the better for
V-shaped ribs@2–5#. Further investigations are thus necessary to
understand this. This paper reports the authors’ efforts to further
improve the understanding of the internal cooling of turbine
blades roughened with V ribs, especially to clarify the contradic-
tions in different experiments.

In this study, the computations are carried out for the 45-deg
V-shaped ribs, which are arranged both inline and staggered. The
rib size to duct height (e/Dh) is 0.0625, with Reynolds number
ranging from 15,000 to 32,000.

2 Governing Equations and Numerical Procedure
The time-averaged incompressible fluid flow is solved using the

steady incompressible Reynolds-averaged Navier-Stokes~RANS!
equations, with periodic boundary conditions, which prevailed in
the experimental setups@2–5#. The turbulent Reynolds stresses
are modeled by a low-Reynolds-number explicit algebraic stress

model~EASM! turbulence model and the turbulent heat fluxes are
modeled using the simple eddy diffusivity~SED! model.

An in-house multiblock parallel computer code,CALC-MP @6#, is
applied to solve the governing equations. The code uses a collo-
cated mesh arrangement. The SIMPLEC algorithm couples the
pressure and velocity. Coefficients are determined by the QUICK
scheme for the momentum equations, while the hybrid scheme is
used for all the discretized energy and turbulence equations.

Nonuniform body-fitted grids were generated, and grid refine-
ment close to the wall was applied. Several successive grid refine-
ments have been carried out in every considered case to make sure
that negligible effects of the mesh on the solutions prevail. For the
ducts roughened with inline V ribs~IV !, 82356332 grid points
were used, due to the symmetry characteristics in both they andz
directions of the IV ribbed case. A 983118332 grid was used for
the staggered V ribs~SV! cases.

3 Results and Discussion
Basically, the present models and code have been validated by

our previous studies with the detailed experimental data, including
the one-sided-ribbed~1s! cases withe/Dh50.1, andP/e59 and
12, and the two-sided-ribbed~2s! case with P/e59, and Re
530,000. The overall thermal and flow field features were pre-
dicted reasonably well.

The computations are conducted to make clear which of the
following parameters leading to contradictory conclusions:~1! rib
alignment, inline or staggered;~2! heating of the smooth-sided
wall ~SSW! or not.

3.2 Straight Duct with Two-Sided V Ribs

3.2.1 IV Ribs (Inline, e/Dh50.0625). Figure 1 shows the
normalized average Nusselt number~Nu! on the smooth side-
walls ~SSW’s! and ribbed side-walls~RSW’s! of one period ver-
sus Re for IV ribs, and the Fanning friction factor. The results for
the i ribs are also enclosed for comparison purpose. The thermal
results show that the « ribs provide higher Nusselt number thani
ribs and » ribs, on both the SSW and RSW. In addition, the » ribs
have better heat transfer enhancement thani ribs. All of these
trends are in consistence with the experiments of Han et al. The
errors are shown in Table 1, and are explained in the following
paragraph.

The sampling locations are different between the present simu-
lation and the experiments of Han et al. The present simulation is
carried out at the fully developed fluid flow and heat transfer
region, and periodic boundary conditions are assumed in the main
flow direction. In a V-ribbed duct, the rib-induced secondary flow
grows continuously along the duct, which results in a continuous
growth of the Nusselt number and friction factor. Therefore the
Nusselt number and Fanning friction factor based on the whole
channel~including the developing region! will be lower than those
based on one fully developed period. This can be confirmed in the
paper of Han et al., a steep Nusselt number increase downstream
x/Dh516 for the V ribs, which is explained by the authors as
aneffect of favorable secondary flow induced by the rib orienta-
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tion. This partly clarifies why the Fanning friction factors for V
ribs predicted by the present simulation are around 25 percent~cf.
Table 1! higher than the experimental ones by Han et al., which
also applies to the overprediction of the Nusselt number. Fori
ribs, however, the whole-channel averaging value~Nu or f ! may

be very similar to that based on one fully developed period, be-
cause the secondary flows fori ribs are much weaker than those
for V ribs.

3.2.1.2 Explanation of the heat transfer enhancement on the
ribbed side wall. First, the secondary flow directions induced by
different pointing ribs make a difference. It can be observed that »
ribs brings fluid heated by the smooth side wall to the ribbed side
wall, while « ribs bring fluids from the cool main stream flow to
the ribbed side wall. The cooler fluid in contact with the hot
ribbed floor will result in lower local wall temperatures (Tw),
because the heat flux is kept equal and constant for both cases.
The lower wall temperature will lead to higher heat transfer coef-
ficients because the bulk temperature (Tb) is the same for both
cases in each cross section.

Second, the higher heat transfer coefficient on the ribbed side
wall for the « ribs can also be explained by the vortex line stretch-
ing near the wall, as shown in Fig. 2. As discussed by Olsson and
Sundén @4#, vortex line is bent to a V-shaped form similar to the
ribs if the vortex line is close to the wall. This can be identified in
the streamline traces. The vortex line will be stretched and the
vorticity amplified by the velocity gradients in the vicinity of the
ribs. Consequently, the vortex line now has both axial and span-
wise components. The axial component is associated with the sec-
ondary flow, while the spanwise component has similar behavior
as the original vortex line. For the « ribs, the axial vorticity com-
ponents will act as an inflow pair of vortices resulting in thinning
of the boundary layer, consequently higher turbulence (mT

1

5mT /rDhUb50.061 aty/e50.1) at the close RSW region than
the » ribs (mT

150.049 aty/e50.1), and enhancement of the heat
transfer on RSW. For the » ribs, an outflow vortex pair will occur
and the boundary layer thickness is increased, which decreases the
local heat transfer.

Third, the higher heat transfer coefficient on the RSW for the «
ribs can be explained by the longitudinal vortex-pair directions, as
shown in Fig. 2. The « ribs induce an inflow vortex pair. The
inflow vortex pair will stretch and thin the boundary layer be-

Fig. 1 Normalized Fanning friction factors, and average Nus-
selt number of different rib configurations and Reynolds num-
ber at the ribbed and smooth side-walls of the inline V ribs

Table 1 The results from the present simulation for eÕDhÄ0.0625 ribs with inline arrangement,
in comparison with the experimental data of Han et al. †1‡

Rib Re

f/f 0 Nu/Nu0 ~RSW! Nu/Nu0 ~SSW!

Sim. Expt. Error Sim. Expt. Error Sim. Expt. Error

« 15,000 9.75 7.85 24.0% 3.75 3.48 8.2% 2.63 2.50 5.3%
30,000 10.80 8.30 30.0% 3.68 2.85 29.0% 2.58 2.13 22.0%

» 15,000 9.83 7.89 24.0% 2.86 2.98 24.2% 2.28 2.20 3.8%
30,000 10.90 9.30 24.7% 2.77 2.69 3.2% 2.03 1.96 4.4%

Fig. 2 The simulated fluid flow and heat transfer structure in ducts ribbed with inline V ribs at
ReÄ15,000, „a… » ribs, „b… « ribs
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tween the two vortices, resulting in higher heat transfer coeffi-
cients there. However, the secondary flow induced by » ribs acts
in a contrary manner, inducing outflow.

3.2.1.3 Heat transfer enhancement on the smooth side wall.
At the close SSW region, the » ribs induce slightly higher~about
3%! turbulence (mT

150.043) than the « ribs (mT
150.041), which

is not consistent with the higher Nu achieved by the « ribs. This
higher turbulence intensity is because of the inflow vortex pair on
the SSW induced by the » ribs. The strong secondary motion
induced by « ribs impinges on the smooth side wall, after cooling
the ribbed side wall. This impingement provides a pretty high heat
transfer rate~probably two to three times higher than pure forced
convection along the wall!, which can basically serve as the ex-
planation why higher heat transfer is also achieved on the SSW
from « ribs.

3.2.2 The Staggered V-Shaped Ribs (Staggered,
e/Dh50.0625). As shown in Fig. 3 and Table 2, generally
speaking, there is no large difference in the numerical Nu results
on the RSW’s between the inline and staggered ribs. However, a
lower Nu on the SSW’s of staggered ribs is found. In addition, the
difference of the Nu on the SSW’s between the » and « ribs
becomes smaller than for the IV ribs.

The predicted friction factors are very similar to those of IV
ribs, although the influence of the rib pointing directions is some-
what larger than for the IV ribs. They are also in decent agreement
with the experiments of Taslim et al.@3#. For this staggered
arrangement, the agreement between the numerical prediction of
the friction factor and that of the experiments seems much
better.

3.2.3 Effect of Heating of SSW’s.SSW heating could be the
reason for the contradictory conclusions, because the two experi-
ments@2,4# with SSW heating demonstrated the superior of the «
ribs, while contrary conclusions are reached with the two experi-
ments @3,5# without SSW heating. From the present study, the
difference between the two pointing directions become smaller
without SSW heating, which is clearly shown in the numerical
results in Fig. 3 and Table 2. The following paragraphs provide
the explanations.

From Fig. 2, one can observe the secondary flow directions at
the corners between the SSW’s and RSW’s of the » and « ribs. For
» ribs, the fluid from the mainstream is heated by the SSW before
it reaches the RSW, while the secondary flow has an opposite
direction for « ribs. This serves as one of the explanations for
better performance of the « ribs with SSW heating.

Without heating the SSW, the temperature of the fluid passing
the RSW of the » ribs will be lower. Consequently, a lowerTw

appears. Thus a higher Nu is obtained on the RSW, althoughTb

will also be lower due to the less total heat input, which is not
favorable for a high Nu. In fact, this lowerTb weakens the heat
transfer on the RSW of the « ribs, whereTw is not affected by the
heating of SSW due to the secondary flow direction, as shown in
Fig. 2~b!. All these changes can be clearly observed in Fig. 3, i.e.,
the Nu on the RSW is higher for » ribs without SSW heating than
that with SSW heating. The Nu on the RSW of the « ribs behaves
contrarily.

There is no SSW heating in the experiments of Taslim et al.,
which results in a lowerTb due to the less heat input. Also the
heating of the side wall has a very minor effect onTw , because
the secondary flow direction of thei ribs is the same as « ribs
~Fig. 2~b!!. According to the definition of Nu, this decrease ofTb

results in a lower Nu. Therefore, the difference between@2# and
@3# in the Nu on the RSW ofi ribs might be because of the SSW
heating.

Consider now carefully the heat transfer coefficient distribution
provided by Taslim et al. One finds that the NuRSW is very large
even very close to the SSW which is not heated. If the SSW is
heated, however, this is not true, but a very small Nu is obtained
at the vicinity of the wall. This is because without SSW heating
cooler air first comes in contact with the corner. Although Taslim
et al. claimed that the heating of the other walls will not have a
big effect on the heat transfer of the RSW, care should be taken
and a deeper analysis might be necessary.

In summary, the results from the present simulation show that «
ribs perform better with and without SSW heating, although the
difference is very weak without SSW heating

Fig. 3 Normalized Fanning friction factors, and average Nus-
selt number of different rib configurations and Reynolds num-
bers at the ribbed and smooth side walls of the staggered V
ribs with eÕDhÄ0.0625

Table 2 The results from the present simulation for eÕDhÄ0.0625 ribs with staggered arrange-
ment and Re Ä15,000, in comparison with the experimental data of Taslim et al. †3‡

Rib
SSW

heating

f/f 0 Nu/Nu0 ~RSW! Nu/Nu0 ~SSW!

Sim. Expt. Error Sim. Expt. Error Sim. Expt. Error

« Y 9.65 9.15 3.741 2.292
N 3.215 3.011 6.8%

» Y 9.95 9.69 2.7% 2.633 2.19
N 3.191 3.187 1.2%
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4 Concluding Remarks
The contradiction in the four experiments is mainly caused by

the heating of the SSW’s or not, because the drop of heating the
SSW’s will decrease the difference between the Nu on the RSW’s
of the « and » ribs. This is consistent with the four experiments,
i.e., the two experiments@2,4# with SSW heating concluding the
superiority of the « ribs, while contrary conclusions are reached
with the two experiments@3,5# without SSW heating.

The « ribs performed superior compared to the » andi ribs.
This better performance is mainly due to the secondary flow in-
duced by the angled ribs. The main objective of creating a sec-
ondary flow is to establish or improve the exchange of fluid be-
tween the core region~main stream! and the wall region, and/or
make the boundary layer thinner near the walls, thus to increase
the temperature gradient at the walls. The « ribs fulfill both of
these criteria properly, because they induce inflow vortex pairs
near the ribbed side wall, and the secondary flows impinge on the
smooth side-wall to increase the turbulence intensity near the
walls.
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